Q

U.S. Department 1 0. 0.0.0.¢

of Transportation

National Highway NHTSA
Traffic Safety

Administration www.nhtsa.gov
DOT HS 810 635 November 2006

Driver Workload Metrics Project

Task 2 Final Report
Appendices

CAMP
Driver Workload Metrics

[l & Troon

VI Light Vehicle Enabling Research Program

This document is available to the public from the National Technical Information Service, Springfield, Virginia 22161






Appendix A. Rationale for Selecting Tasks for
Study

A.1 The Need for a Theoretical Framework

The experimental work that was done in this project required that a set of in-vehicle tasks be
selected for study. A sound methodology was needed to choose for which tasks should be
included in the research to evaluate appropriate driver workload metrics. The methodology or
framework had to allow predictions to be derived about how demanding and/or interfering a task
was likely to be when it was performed concurrently with driving. It also needed to allow these
predictions to be derived in a way that was independent from the measures of driving
performance that were also being obtained. That is, the measures of driving performance were to
be used to confirm whether or not the findings on surrogate measures were correctly predicting
task loading and/or interference. Were tasks that were supposed to be high in distraction potential
in fact observed to be high on driving performance measures? And did surrogate measures
similarly assess them to be high? In practice, the selection framework used applied both a top-
down approach (i.e., to analytically identify tasks and predict their effects) and a bottom-up
approach (i.e., to apply constraints and use empirical results to refine the selection of tasks).
Using this top-down and bottom-up approach, a set of tasks were selected to: (a) span a range of
driver workload effects, and (b) span a range of prominent interface types, functionalities, and
known effects.

Thus, before collecting any data, there was a need to identify which tasks were expected to be
“low” in their potential to interfere, which were “moderate,” and which were “high.” Therefore,
in the interest of identifying (or developing) a framework which would accomplish this on a basis
other than performance measures, this appendix describes the frameworks which existed at that
time and were considered, describes those that were identified as the most promising among
them, and summarizes research that was seen as relevant for extending them for use in this
project. This is followed by a consideration of the rationale used for selecting tasks for use in this
study. It should be noted, that this model-based analytic approach was also explored as a
surrogate method in its own right. Thus, the framework reported here is also mentioned again in
the discussion of surrogates.

The Multiple Resource Theory (MRT) model was chosen as the base model to be used in guiding
the selection of tasks for this project. The model was modified to produce a Modified MRT
model, which is described in detail later in this appendix. The Modified MRT model was selected
for the following reasons:

e It was one of the few models available that could generate predictions about a
task’s interference with a primary task (in this case, driving) simply on the basis
of a task’s attributes and the demands they place on human processing resources.
In other words, it could make predictions about a task’s effect on driving
performance without using driving performance itself to make the prediction.
This was deemed a critical property so that circularity in predictions was
avoided.

e At the time of project Task 1, it was the only model meeting the above criterion,
which also met a second key criterion of the project viz. practicality. The
Modified MRT model did not require the use of specialized computer platforms,
computer languages, or programming expertise to implement. The other
candidate models, such as the models based on ACT-R, like the Integrated Driver
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Model developed by Salvucci, Boer, and Liu (2001), required special expertise,
programming languages, and specific computing platforms for their use.

e It was a model that could be modified to address working memory, supervisory
attention, and global task difficulty. These have emerged from the recent
literature as potentially important factors for task effects on driving performance.

A.2 Candidate Frameworks

At the time that tasks needed to be selected for study in this project, there were a variety of
existing frameworks that could be considered for use. Few appeared to have been developed for
specific application to driving, but a large number were potentially adaptable for application to
the task of driving. These included models developed for aviation-oriented tasks that are
described in Sarno and Wickens (1995b), such as Time-Line Analysis and Prediction (TLAP)
Workload Model (Parks and Boucek, 1989), the VACP workload model (Aldrich, Szabo and
Bierbaum, 1989), and the WITHINDEX model (North and Riley, 1989). These also included
models which are based upon, or which include, a task-analytic approach, such as GOMS (Card,
Moran, and Newell, 1983), the IVIS DEMAnD model (Wierwille, 2000; Hankey, Dingus,
Hanowski, Wierwille and Monk, 2000), which was developed specifically to predict driving
performance and models based on cognitive architectures (e.g., SOAR (Laird and Newell, 1983),
and Salvucci (2001), which was specifically developed to predict driving performance). These
types of models vary widely in their ability to predict effects of concurrent task execution upon
performance data. The variance in performance-based measures that can be accounted for by
models that employ some explicit analysis and representation of tasks ranges from approximately
59 percent to 84 percent (based on aviation-types of tasks) (cf. Sarno and Wickens, 1995a). It
should be kept in mind, that validity coefficients are highly sensitive to the range of tasks
evaluated, in addition to the predictive quality of the model.

Nearly all of these modeling approaches make an attempt to (1) characterize a task in terms of
certain attributes and then to (2) relate task attributes to demands placed on human input,
processing, and output resources during task performance. The models depend not just on a
representation of task structure but also upon some conceptualization of human perception,
information-processing, attention, and response resources. Both underpinnings of these models
are discussed briefly—the characterization of task structure—and the conceptualization of human
perception, information-processing, attention, and response resources.

A.2.1 Analyzing and Representing Tasks

A methodology for Hierarchical Task Analysis (HTA) was first proposed in the late 1960s. It has
been widely used in human factors practice since that time (Shepard, 2001), and various
techniques for doing task analysis have been developed (cf. Jonassen, Hannum and Tessmer,
1989). Using these techniques, tasks can be analyzed along several dimensions. The breakdown
of tasks into subtasks and task elements is a common task analysis result. A task’s resource
requirements can also be specified, as well as the simultaneous or successive nature of task
components and their durations. In addition, these techniques are also sometimes used in
conjunction with ability and skills analysis or assessment techniques (e.g., Fleischman, 1975,
1991).

A-2
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The basic approach to task analysis (identifying goals and subgoals, and decomposing them into
tasks and individual steps, operations, and procedures or methods) has changed very little over
the years. However, by the late 1970’s, theoretical developments in cognitive science had
incorporated some of the elements of hierarchical task analysis (along with other concepts and a
computational framework) into formalisms known as production-systems which were used to
implement cognitive models (see Universal Subgoaling and Chunking: The Automatic
Generation and Learning of Goal Hierarchies, by Laird, Rosenbloom and Newell (1986) in
which the SOAR model is described). The models known as ACT (Anderson, 1976) and ACT-R
(Anderson, 1983) are other examples of models for complex cognitive operations that utilize the
so-called “cognitive architecture” of production-systems. The latter (ACT-R) provided a basis for
the Integrated Driver Model developed by Dario Salvucci jointly with Erwin Boer and Andrew
Liu (2001) to predict driving performance during concurrent task performance. While production-
system models often required special expertise, specialized programming languages, and specific
computing platforms for their use (at least at the time a framework was selected for this project),
the more basic techniques of task analysis may be used without these formalisms. In fact, basic
task analysis techniques are generally easy to use and practical enough to apply in product
development settings (though they can be labor-intensive). However, when a task analysis is
done, one issue requires substantially more work, and that is knowing what human perceptual,
cognitive, and response resources are tapped by a task (and the magnitude of demands placed on
each resource). This is an issue that will be addressed later, following a review of recent work on
human information processing and attention.

Key issues in the application of task analysis are the definition of a task and the use of analysis
conventions that facilitate agreement between analysts in breaking a task into its elements.
Shepard (2001) defines a task as the unit of behavior necessary to achieve a goal, and treats the
task as including a goal to be met, a set of resources to be used, and a set of constraints on
resource use. The SAE practice, J2365, offers the following (excerpted) definitions for use with
driving-related tasks:

e Task A sequence of control operations (i.e., a specific method) leading to
a goal at which a driver will normally persist until the goal is
reached.

e Goal A system end state sought by a driver.

e Subgoal A change in system or device state necessary to achieve a goal.
e Method  The description of how a goal is accomplished.

To illustrate typical outcomes from task analysis, Table 0-1 shows two task analyses. A
decomposition of a goal into task steps is highlighted in the table, but other analytic outputs are
also typically obtained.
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Table 0-1. Two lllustrative Task Analyses

TASK A TASKB
Goal: Place call to son Goal: Place call to person at 810-3132
Task: Task:
1. Press “VOICE” button 1. Recall phone number
2. Say “Dial son” 2. Move hand to phone
3. Listen for system response 3. Move attention to phone
4. Listen for ringing of son’s 4. Enter digit
p.hone 5. Enter digit
5. Listen for son to answer 6. Enter digit
7. Enter digit
8. Enter digit
9. Enter digit
Device: Device:
Integrated phone with voice I/O and button Hand-held phone docked in vehicle with
for accessing voice earbud in place prior to task

Task analyses and findings in the literature have revealed that some task attributes that may be
salient for understanding multi-tasking performance include:

e Number of resources required to perform the task (and the magnitude of demand
on each resource)

e Number of resource conflicts required by concurrent performance of tasks
e Duration for which resources are required
e Duration for which “competing” resource demands persist
e Structure of tasks being concurrently performed
o Number of subgoals to be managed
o Contingencies between related or concurrently active subgoals, or tasks
o Choices and sequences within a task

o Interruptability of the task (and perhaps “resumability” of the task)

A.2.2 Relating Task Attributes to Demands Placed on Human Resources

In addition to providing a way to represent tasks, most existing models and frameworks also
contain a conceptualization of human resources demanded by tasks. At a high level, structural
resources are often thought of in terms of three broad categories: sensory (or input modality)
resources, cognitive resources, and response (or output modality) resources. In addition, most
conceptualizations posit some form of more fluid resources (attentional capacity, activation
within the brain, or some other construct), and this capacity is usually viewed as not strictly fixed
in nature, but dependent upon arousal, motivation, etc. However, models differ in terms of the
specific way in which they characterize human resources that may be demanded by tasks. A
review of recent driving-related research provided some important insights that helped guide a
choice of model for use in selecting tasks to study.
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A.3 Review of Recent Developments in Human Information-
Processing and Attention

At the time a framework for task selection was chosen for this project, an examination of recent
work on human attention (e.g., Pashler, 1998; Groeger, 2000; and Miyake and Shah, 1999) led to
the conclusion that theories which characterize the human operator in terms of multiple resources
that interact dynamically during task performance offer the most promise for accounting for
existing empirical findings in the field. A leading candidate in this regard was, and is, the MRT
formulated by Wickens (e.g., Wickens and Hollands, 2000). It has been explored in various
versions (e.g., WITHINDEX North and Riley, 1989, Sarno and Wickens, 1995, Wickens et al.,
1988). Recent work confirms the importance of the concept of multiple resources that can be
dynamically allocated (a concept captured, for instance, in MRT). At the same time, recent
research at the time suggested that it was desirable to build upon and extend the MRT to
comprehend recent findings on working memory and supervisory attention (Groeger, 2000).
Working memory and supervisory attention seemed to be particularly relevant for the question of
multi-tasking while driving. Although these concepts had received some treatment in recent work
on MRT, there was the potential to address them more explicitly. They are discussed here
because of their relevance for any framework that might be applied to issues of driver workload
and distraction. The MRT framework is described below, as well as how recent
conceptualizations of working memory and supervisory attention were relevant and were applied
for this project. However, first, a brief discussion of driver multi-tasking and distraction is
appropriate.

A.3.1 Driver Multi-tasking and Distraction

Research has shown that the extent to which a secondary task interferes with the ability to
perform the driving task depends crucially on the maneuver underway. Verwey (1991) reported a
study showing that driving situations differ in the extent to which they are demanding of
attention. In particular, different driving maneuvers require different information processing and
attentional resources. Performance on a secondary task, such as auditory or visual serial addition,
suffered more when drivers carried it out while doing a turning maneuver than while driving
straight. Furthermore, some maneuvers required more visual processing than others, and thus
were interfered with more by concurrent performance of a visual secondary task. Duncan,
Williams, Nimro-Smith and Brown (1992) examined driving performance measures while drivers
concurrently said aloud a single digit per second that they were instructed should be unrelated to
the previous digit. They found that some elements of driving performance were influenced by
concurrent performance of the secondary task but not others. For example, during random digit
production, drivers applied their brakes later when approaching intersections and tended to check
mirrors more but at inappropriate times. However, other measures of driving performance were
unaffected by the concurrent task. These findings of differential task interference, and others, are
not consistent with the notion that a driver’s central attentional capacity is exceeded whenever
two tasks are performed simultaneously. Rather, the results are indicative of specific interference
between tasks when the tasks simultaneously demand use of the same (or similar) perceptual,
information-processing, or response resources.
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Further, driving has sometimes been characterized as largely “automatic,” implying that there is
little or no cost to supervisory attentional processes (Groeger, 2000). This leads to the expectation
that multi-tasking during driving can be done with no reduction in performance. However, several
studies have demonstrated that this is not the case. Groeger and Clegg (1998) and Shinar, Meir,
and Ben-Shoam (1998) have shown that highly practiced processes, such as gear changing, do
require attention (though not necessarily conscious attention). In the Shinar et al. (1998) study,
drivers drove either an automatic or manual shift car over a fixed route. They were asked to signal
when they detected either of two types of road signs. Drivers using automatic transmission
vehicles rather than manual shift vehicles correctly detected more target signs, suggesting that
manual shifting diverted more attention than did automatic shifting. If gear shifting were so
highly practiced that it required virtually no attentional resources, then performance with manual
shift cars should have been indistinguishable from performance with automatic transmission
vehicles. This is not what occurred. Furthermore, while differences between novice and
experienced drivers were observed, both groups were affected by the attentional demand of
shifting gears to the point that sign detection was affected.

Findings such as these lead to the conclusion that interference between tasks is predicted not just
by their difficulty per se, but by the structural overlaps between the resource demands of the two
tasks (Groeger, 2000). This is a central tenet of MRT and supported the use of the Wickens’
framework in the DWM project. MRT provides a way to identify the structural interference
between driving and other concurrently performed tasks, and suggests that time-sharing
difficulties between tasks arise under conditions in which structural interference occurs. It is
hypothesized that driver inattention and distraction are examples of such time-sharing difficulties,
which arise when structural interference occurs between concurrently performed tasks.

Recent research also suggests that working memory and attention play a key part in distraction. In
fact, some of this research suggests that susceptibility to distraction may sometimes result from
task demands that are competing for the structural resource of working memory. Although MRT
addresses working memory to some degree (e.g., Wickens and Hollands, 2000), it was felt that
further enhancements related to working memory may be desirable in the model.

To illustrate, a very important study appeared in Science (de Fockert, Rees, Frith and Lavie,
2001) entitled, “The Role of Working Memory in Visual Selective Attention.” The authors
reported research in which subjects performed a task requiring that five digits be held in working
memory. Subjects had to remember either a fixed order of five digits (e.g., 01234) or a different
order of digits on each trial (e.g., 03124), with memory probes to ensure that information was
being held in working memory. While remembering the digits, subjects were also asked to
perform the following task. They were to view a photograph of a celebrity, followed by the name
of a celebrity (shown in text). Sometimes the named celebrity was the same as the one in the
photograph and sometimes it was different. Subjects were to respond by categorizing the celebrity
named in the text presentation as either a politician or pop star. This essentially required subjects
to ignore the celebrity pictured in the photo and inhibit themselves from responding to the
pictured celebrity, while attending to the name that appeared in text. The researchers found that
carrying a working memory load interfered with the ability to inhibit a competing response or, in
the author’s terms, reduced the availability of working memory for maintaining priorities that
guide visual selective attention. This, in turn, lead to greater intrusion of irrelevant distracters.

Such findings underscore the importance of working memory on concurrent task performance,
including that done while driving. They confirm the need for some explicit treatment of these
issues, both working memory and supervisory attentional functions in a framework.
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A.3.2 Selected Framework: MRT and MRT-Based Computational Models

MRT, developed by Wickens (1980, 1984,1991), grew out of a concept of multiple processing
resources proposed by Kantowitz and Knight (1976) and elaborated on by Navon and Gopher
(1979). In its current state, it proposes that there are multiple information-processing or
attentional resources upon which humans draw in performing tasks. This contrasts with the
concept of a limited, central and undifferentiated pool of information-processing and attentional
resources posited by earlier theories. MRT is often graphically depicted as shown in Figure 0-1.

Stages of Processing

g
Early (Perceptual/Cognitive) Late (Responding)
/ Spatial /Manual
Verbal Vocal

Visual /

Perceptual
Modalities

/ Spatial

Auditory Processing
Verbal Codes

Figure 0-1. lllustration MRT

Adapted from C. D. Wickens, “Processing Resources in Attention,” in Varieties of Attention,
ed. R. Parasuraman and R. Davies (New York: Academic Press, 1984).

MRT holds that the following dichotomous dimensions account for variance in time-sharing
performance:

e Perceptual Modalities (visual, auditory)
e Visual Channels (focal, ambient) and nested within the visual perceptual channel

e Processing Codes (spatial, verbal) often coupled with response modalities of
manual versus speech

e Stages of Processing (perception/cognition versus response selection/execution,
early versus late)

The theory allows tasks to be characterized in terms of the demands placed on the multiple
resources defined by these dichotomous dimensions. It suggests that competition between tasks
tapping the same resources can degrade performance on one or both tasks.

A-7
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Within this theory, the concept of structural interference plays a central role. This concept is
sometimes misunderstood to refer only to competition between two tasks for the same input
modality (e.g., vision) or the same output modality (e.g., manual responding). However, structural
interference is a much more general concept. In addition to structural interference on input and
output channels, it also encompasses: (a) competition between tasks for similar stages of
perceptual/cognitive and response processing (e.g., early versus late processing stages), and
(b) competition between tasks for similar processing codes. With enhancement, it could also
encompass competition between tasks for structural cognitive resources.

Various computational models have been derived from or based on MRT (Wickens et al., 1988;
North and Riley, 1986). These types of models (e.g., WITHINDEX incorporate the following
three concepts (Wickens, 2002):

e A task can be represented as a vector of the resources it demands.
o Task conflict arises when concurrent tasks tap the same or related resources.

e When two tasks are concurrently performed, there is a loss of performance on
one or both tasks (relative to the level of performance that is associated with
single task performance). This loss can be calculated by an interference formula
which penalizes performance to the extent that:

o The total demand on both tasks is high
o The two tasks conflict in their needs for resources

In addition, the extent to which one or the other of the two tasks shows performance degradation
can be treated explicitly in an MRT-based computational model. However, this requires the
application of a policy or heuristic for guiding the allocation of resources between the tasks. At
the present time little is known about heuristics that drivers might use to prioritize their attention
to concurrently performed tasks. As a result, this element of modeling was not included in the
framework proposed for the DWM project at this time.

Essentially, an MRT-based computational model calculates the total amount of interference
expected between two tasks using a conceptual formula like the following:

Total Interference = Demand + Conflict

In this equation, Demand refers to the sum of the resource requirements for each task and
Conflict refers to overlapping resource needs of concurrent tasks and the penalties associated with
these conflicts. Total Interference is a dimensionless, rank-order value presumably correlated
with degradation on one or both tasks.

To implement an MRT-based model requires (from Wickens, 1991):

e A task analysis that identifies the demands placed by the task on resources and
codes them as a vector of resource demands.

e A conflict matrix in which the penalty or relative cost of conflict between
resource pairs and across tasks is determined.

e A computational formula that combines demand and conflict values into an
overall estimate of dual-task interference.

e Optionally, the application of a time-line analysis in those circumstances where
the particular combination of tasks will be time-dependent.

A-8
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A computational model of this type was used for the selection of tasks studied in this project.
However, modifications to the model were needed to incorporate some of the research findings
described above.

A.4 Rationale and Motivation for Explicit Treatment of
Supervisory Attention

In his book, Understanding Driving, John Groeger (2000) provides an excellent overview of
work that is specifically relevant to the driving task and, in particular, to the issue of multi-tasking
while driving. Groeger suggests that human attention, and specifically the functions of
supervisory attention, play a central role in multi-tasking. They may, in fact, play a central role in
understanding the issue of distraction and workload interference while driving, and may be
important to include in any theoretical framework used to predict which concurrently performed
tasks may result in performance decrements.

Groeger (2000) suggests that during driving, different schemata compete for the control of
thought and behavior. A schema in this context can be thought of as a routine mental program for
control of highly-practiced skills. Examples of some schemata that compete for driver attention
include: gear-changing, speed-control, and perhaps some elements of object and event detection
(OED). The attentional system determines which of the schema that are active and/or vying for
attention will in fact get attention, when they get attention, and for how long.

Functions of the attentional system are now thought to include (as characterized by Groeger,
2000; and based on work by Stuss, Shallice, Alexander and Picton, 1995; Shallice, 1982; and
others):

e Setting attentional allocation to a goal (e.g., drive to a specific destination).

e Sustaining preparedness, or vigilance to enable response to relatively rare events
(e.g., unexpected hazards).

e Maximizing activation of current schema and preparing for upcoming action
(e.g., concentration to manage triggering and coordination of lower-level
schemas such as schema for “exiting freeway” and “turning left onto Van Dyke
road” This also includes generating updated expectations which may be
associated with Situation Awareness.

e Suppressing associated irrelevant schemata (e.g., inhibiting the schema for
“overtaking a car” near intended freeway exit).

e Sharing across schemata (e.g., listen to radio and drive).

e Switching between schemata (e.g., between lanekeeping and cell-phone dialing).

Many of these functions are now known to involve the pre-frontal cortex (PFC) of the brain, as
shown in Table 0-2. As an additional example, D’Esposito et al. (1995) examined patterns of
brain activation while participants were performing a spatial task (mental rotation) and a verbal
task (semantic verification) concurrently. The key finding of the study was that, when the two
tasks are performed simultaneously, the dorsolateral PFC is activated (as well as parts of the brain
regions implicated in the performance of the spatial and verbal tasks), even though neither of the
tasks activates that particular area (the PFC) by itself. This result suggests that some sort of
executive control processes, in which the PFC seems to play an important role, are implicated in
coordination of multiple tasks simultaneously (Miyake and Shah, 1999, p. 464). In short, the role
of the pre-frontal cortex in phenomena related to supervisory attention appears consistent with the
Wickens concept of structural resources.
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Table 0-2. Brain Areas Primarily Involved in Schema Control Functions

(Taken from Groeger, 2000, p. 59.)

Supervisory Control Function Involved Brain Areas Primarily Involved

Setting attentional allocation to a goal Dorsolateral prefrontal cortex

Sustaining preparedness (vigilance) Right lateral mid-frontal regions of the brain,
possibly activation/inhibition of target

Maximizing activation of current schema Anterior cingulated with reciprocal
connections to dorsolateral frontal cortex, or
circuit comprising connecting midline
thalamo, cingulated, and supplementary
motor areas

Suppressing associated irrelevant Bilateral orbitofrontal areas

schemata

Sharing across schemata Orbitofrontal and anterior cingulated regions
Switching Dorsolateral frontal regions of either

hemisphere, also more diffuse areas

The functions identified above also bear similarities to concepts described by Posner and Peterson
(1990). Their work characterizes the major functions of attention as: (1) orienting to sensory
stimuli, (2) engaging in executive control, and (3) maintaining an alert state. Also worth noting
here, are the notions of Norman and Shallice (1980), who postulate two basic control mechanisms
through which supervisory attentional functions operate:

e Contention scheduling, a bottom-up, data-driven process through which sensory
input activates processes, concepts, and goals and schedules them to receive
attention

e Supervisory attention which involves:
o Conscious thoughts about internal states

o Prioritization of action (this prioritization could be different from that
emerging from the contention scheduler, and is not necessarily conscious,
though it can be)

While the functions of supervisory attention are becoming clearer in recent research, there are
many questions to be addressed. Among those that hold some relevance for understanding driver
workload, distraction, and inattention are:

e Concepts of attentional or processing capacity—current thinking suggests that
the total amount of attentional capacity that is available is not fixed and may be
dependent on motivation and arousal (e.g., Kahneman, 1973)

e Emotions and how they may influence the strength of activation for items
contending for attention

In material that follows, one possible idea is described on how functions of supervisory attention
and task management might be treated by explicitly incorporating them as subtasks within the
driving task (when applying a computational model based on the MRT framework). However,
first a consideration of the recent research on working memory, which motivated the explicit
inclusion of working memory in the computational model selected, is presented.

A-10
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A.5 Rationale for Extending the Treatment of Working
Memory In the MRT Framework

Many new findings have emerged over the last several years related to the concept of working
memory. Working memory is the theoretical construct that has come to be used in cognitive
psychology to refer to the system or mechanism underlying the maintenance of task-relevant
information during the performance of a cognitive task (Baddeley and Hitch, 1974; Daneman and
Carpenter, 1980)” (from Shah and Miyake, 1999 in Miyake and Shah, 1999, p. 1). This definition
highlights the importance of the concept for developing a way to select which tasks should be
studied in this project.

A recent book, Models of Working Memory, by Miyake and Shah (1999) provides an outstanding
overview of recent thinking on this subject. Only a few of the most important findings and ideas
can be mentioned here. However, emerging from this in-depth work is a consensus that working
memory is not merely a structure or place or box, but a set of phenomena. However, it is also now
clear that various brain areas, including the prefrontal cortex, work together to produce working
memory phenomena (Miyake and Shah, 1999, p. 444). Baddeley (1998) proposed a model of
working memory in which a controlling attentional system supervises and coordinates two
subordinate systems—one that can be called visual-spatial working memory and one that can be
called verbal working memory. Considerably less is known about the supervisory attentional
system (or central executive) than about the other two component subsystems.

However, it is in connection with the central attentional system that many researchers believe that
working memory phenomena encompass processes related to control and regulation of cognitive
action. This makes it especially pertinent for understanding distracted driving (which may
represent lapses in the control and regulation of cognitive action). Cowan (1999) elaborates on
how voluntary and involuntary mechanisms of the central executive interact to control and
regulate the focus of attention (which may be relevant, for example, to eye movements during
driving which result from both voluntary and involuntary mechanisms of control). Engel, Kane
and Tuholski (1999) describe studies that have demonstrated that controlled attention is what
crucially mediates the correlation between working memory spans and complex cognitive tasks
(and, hence, may provide insight into individual differences that may relate to distraction).

Furthermore, working memory is known to be limited in capacity and the limits on working
memory capacity are described as reflecting multiple factors, rather than a single all-
encompassing factor. Some limits are believed to be domain-specific, while others are domain-
general, yet little is understood about the nature of these limits. It is thought that task variables
such as novelty or complexity of the task (Ericsson and Delaney, 1999) may impact the limits
constraining working memory, along with rates of decay for information stored in working
memory, processing speed, and efficiency of inhibitory mechanisms (all of which may change
with age). O’Reilly, Braver and Cohen (1999) suggest that limitations on working memory may
help prevent too much activity in the brain and may help to keep the ongoing cognitive processes
well-focused and coherent (see also Glenberg, 1997, for a related argument). However, how
people actually manage multiple tasks and maintain coherent prioritization of focus is still not
well understood. For example, performing a random number or letter generation task is known to
disrupt central attentional or working memory functioning (e.g., Baddeley and Logie, 1999), but
the underlying processes and task demands which are responsible for this interference have only
begun to be examined in detail. Nonetheless, the implication of all of these findings is that
enhancing the treatment of working memory and supervisory attention in a computational model
based on MRT may strengthen predictive power and offer a framework within which to
understand task variables as well as individual differences.
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Miyake and Shah (1999) comment upon limitations of previous research. They note that studies
have tended to focus on one highly specific aspect of working memory at a time, using rather
simple experimental tasks. They furthermore point out that this is understandable and, at early
stages of research, can be a sensible approach. However, they also emphasize that more studies
are needed on the performance of complex cognitive tasks to learn more about how different
regions of the brain dynamically work together as a whole to enable that performance. This
observation suggests that in choosing tasks for this project, it will be important to choose those
that are appropriate reflections of the type of multi-tasking that actually occurs in a complex task
like driving.

A.5.1 Individual Differences and Developmental Factors

Differences among drivers in working memory capacity and attentional breadth may contribute in
important ways to variability in performance while driving. Such differences might include age-
related changes in working memory, as noted above (e.g., such variables as decay rates for stored
items, processing speed, and inhibitory efficiency may change with age). Recommendations
regarding assessments of test participants in key areas, including working memory are presented
in Chapter 7, Individual Differences.

A.5.2 Emotional Factors

Emotions have been shown to influence working memory functioning (e.g., anxiety has been
documented to have a negative impact on working memory performance, especially on verbal
tasks). Recent research has shown that there may be a closer relationship between working
memory and emotions than is generally appreciated, even at the neuroanatomical level. The pre-
frontal cortex, which is integral to working memory function, is also closely connected with some
brain structures known for their role in the processing of emotions. While the pre-frontal cortex is
believed to be the interface between perception and cognition, very recently researchers have
hypothesized that the pre-frontal cortex is also the interface between emotion and cognition and
that emotions may in fact be represented in working memory (LeDoux, 1996). This is important
in a consideration of driver distraction because emotions may play a more active role than
appreciated in executive attentional processes. (For example, emotions may help reduce the
number of choices in working memory from which to select responses. Negative emotions have
been hypothesized to be attached to choices, such that they become “somatically” marked in the
pre-frontal cortex, perhaps to facilitate future avoidance of those choices. Some researchers have
demonstrated that this type of processing may relate to unconscious evaluation of risk. And there
have been anecdotal reports that “emotional loading” of in-vehicle conversation may contribute to
some types of distraction-related driving incidents. Thus, including working memory in a
predictive framework may allow a model to provide broader coverage of issues like emotional
distraction and also individual differences. However, emotional impacts on driver distraction
were not explored within the DWM project. (There are several issues that would make research
on emotions and distraction particularly difficult. First, it is difficult to manipulate emotions in a
test setting. Second, there are ethical issues that surround the manipulation of emotions for
experimental purposes.) For this project, evaluations were conducted in an emotionally neutral
setting. Distraction effects observed without the impact of emotional loading can be expected to
worsen in the face of fear, aggression, stress, etc., based on the collective experience of the
researchers. Nonetheless, it must be noted that working memory phenomena may have relevance
for emotions and driver distraction, should these topics become tractable for other researchers to
examine in the future.

Having reviewed some of the research that prompted enhancements to a computational model
based on MRT, the following section provides the specific framework that was used in a top-
down manner to select tasks for study in the subsequent phases of the project.
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A.6 Framework for Selecting Tasks

A computational model that is based on MRT was used to select tasks for this project. There were
two issues to be addressed in formulating the specific computational model that was deemed most
appropriate for the project:

e How best to incorporate enhancements to the model.

e How to determine what resources are required for a task? (Coding which
input/output channels are tapped by a task is straightforward; however,
determining when tasks place loads on cognitive resources, working memory,
and supervisory attention is not so easy.)

A computational model was developed (resembling WITHINDEX, but with some modifications)
with which to characterize and select tasks for use in the DWM project. In this model, three
enhancements have been incorporated: (a) an explicit treatment of working memory, (b) a way to
capture demands of supervisory task management activities on working memory and attention,
and (c) a global task difficulty variable. The model calculates “Total Interference Potential” (TIP)
between tasks and thus allows tasks to be selected across the range from low to high in their
potential to interfere with driving.

Specifically, the following resource dimensions and levels have been included in the
computational model:

e Input (perceptual) modalities (visual, auditory)
¢  Working memory resources (spatial and verbal)
e Response modalities (manual, speech)

The inclusion of working memory as a resource dimension represents a small change from the
MRT (since it has been aligned with Processing Codes), but one that may allow explicit encoding
of the loads placed on working memory by a task. Although the importance of a central executive
or attentional system that controls spatial and verbal working memory must be recognized, at this
time and for simplicity in the initial phases of modeling, only the two working memory
subsystems were utilized and an additional central executive function was not. At a later time, the
model may be enhanced with the inclusion of a central executive function. However, it is hoped
that by explicitly including working memory functions in the model as a resource, the cognitive
demands can more effectively be captured than may have been possible before.

In addition, the functions associated with supervisory attention (i.e., task prioritization and
scheduling) were handled by representing them as part of what is modeled as the primary task.
Handling them in this way allowed the demands they place on working memory to be formally
represented, and entered into the computation of TIP between tasks. While task prioritization and
scheduling functions do appear to demand resources associated with working memory
phenomena involving the prefrontal cortex, whether these are most appropriately represented as
demands on verbal or spatial working memory, or as demands on a central executive function
overarching their joint functioning is not yet known. Therefore, in the initial stages of modeling,
the loads of supervisory attention on working memory were shown by coding non-zero entries in
the demand vectors for the primary task. This approach may be modified or enhanced as more is
learned in the course of the research.

To illustrate, the primary driving task for a test scenario conducted on a straight, flat test track
and including car following would include subtasks for:

¢ Controlling lane position
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e Controlling headway

¢ Controlling speed

e Detecting and responding to visual events (e.g., lead vehicle braking)
e Task management (supervisory attentional tasks)

The driving task and each potential secondary task (which could be performed concurrently with
driving) may be described in terms of the resource demands they place on the driver. The
resource demands for each task can, in their simplest form, be represented by utilizing 0, 1 coding
(where 0 indicates that a resource is not used by a task, and 1 indicates that a resource is used by
task). Sarno and Wickens (1995b) found that this type of coding did as well as attempts to
quantify level of demand, at least for the tasks they studied. Examples of 0, 1 coding are provided
in Table 0-3 for a sample of in-vehicle tasks taken from Nakayama et al. (1999). Note that a given
task’s demands are represented by a single row taken from this table.
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Table 0-3. Matrix of Demand Vectors for lllustrative Tasks

Task Input- Input- WM- WM- Output- Output-

Visual Auditory | Spatial Verbal Manual Speech

Listen to traffic information for 0 1 0 1 0 0

congestion on specified location

Conversation: Repeat spoken 0 1 0 1 0 1

words

Conversation: “Do you like 0 1 0 1 0 1

restaurant A?”

Conversation: 0 1 0 1 0 1

“Do you like restaurant A?”

Conversation: “Which 0 1 0 1 0 1

restaurant do you like — A, B, or

c?

Mental arithmetic — Count down 0 1 1 1 0 1

from 950 by 7’s

Check navigation map display 1 0 1 1 0 1

for position and street name

Select name you like from a list 1 0 0 1 0 1

of 4 names

Change A/C mode by pushing a 1 0 1 0 1 0

switch and repeat

Change A/C mode by means of 1 0 1 0 1 0

a touch screen and repeat

Scroll map display so that a 1 0 1 0 1 0

specific location (highlighted

route) is visible on the screen

Change scale in a navigation 1 0 1 0 1 0

display

Take a specific amount of coins 1 0 1 0 1 0

from the console box

Pick up a cell phone in one 1 1 1 1 1 0

hand and dial a specified

number

When cell phone rings, pick it up 1 0 1 0 1 0

from console box cluttered with
similar things

0 Note:

The demands of the driving task were coded as values of 1 on the

resources dimensions of Visual Input Modality, Spatial Working Memory, and

Manual Responding (with O’s on the other resource dimensions).

Subsequent to the project, the possibility of going beyond the absent-present 0,1 coding scheme
to quantifying the level of demand placed by each task on each resource may be considered.
However, for purposes of selecting tasks to be studied in the project itself, the simple 0, 1 coding

illustrated above was employed.
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The conflict matrix used the values provided in Sarno and Wickens (1990) for expressing
magnitude of conflict between two competing task demands. A complete and symmetric matrix
was used to account for the full set of task pairings as shown in Table 0-4. The values in the
matrix (which vary between 0 and 1) are based on a set of heuristic values for quantifying conflict
between task demands described in Sarno and Wickens (1995b). For example, entries where both
tasks tap the very same resources (i.e., along the diagonal) are higher than conflict values for
concurrently demanded but non-overlapping resources. These are still non-zero to reflect the
notion that concurrently performing two tasks creates some cost of concurrence. Also, very high
conflict values are assigned to resource demands that are essentially not suitable for sharing (e.g.,
listening to two auditory channels at once).

Table 0-4. Matrix of Conflict Coefficients

Task B < Task A >
Input — Input — Working Working Output — Output —
Visual Auditory Memory — Memory — Manual Speech
Spatial Verbal

Input- 0.8 0.6 0.8 0.6 0.4 0.2

Visual

Input- 0.6 0.9 0.6 0.8 0.2 0.4

Auditory

Working 0.8 0.6 0.8 0.6 0.4 0.2

Memory —

Spatial

Working 0.6 0.8 0.6 0.8 0.2 0.4

Memory -

Verbal

Output - 0.4 0.2 0.4 0.2 0.8 0.6

Manual

Output - 0.2 0.4 0.2 0.4 0.6 1.0

Speech

The global difficulty of the task was also added to the basic MRT framework. In its simplest
form, it too was coded using 0 and 1, where 0 = low difficulty and 1 = high difficulty. The
concept of “task difficulty” was introduced and used in Sarno and Wickens (1995) and mentioned
again in Wickens and Hollands (2000). To illustrate the modified model, Table 0-5 shows the
coding of task difficulty used in this study for the Nakayama et al. (1999) set of tasks. This
construct of “global task difficulty” was intended to reflect elements of task difficulty and
complexity that may not be captured in other parts of the model (for example, number of steps in
the task, timing of subtasks within a task, etc.).

Table 0-5. Matrix of Global Difficulty Values

Task Difficulty

Listen to traffic information for congestion 0
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Conversation: Repeat spoken words 0
Conversation: “Do you like restaurant A?” 0
Conversation: “Which restaurant do you like, A, B, 0
orC?”

Mental arithmetic: Count down from 950 by 7’s 1
Check navigation map display for position and street 0
name

Select name you like from a list of 4 names 0
Change A/C mode by pushing a switch and repeat 0
Change A/C mode by means of a touch screen and 0
repeat

Scroll map display so that a specific location 1
(highlighted route) is visible

Change scale in a navigation display 1
Take a specific amount of coins from the console 1
box

Pick up a cell phone in one hand and dial a specified 1
number

When (handheld) cell phone rings, take from the 1

console box cluttered with things similar in size

The Total Interference Potential of each task’s pairing with the driving task will be calculated as
the difficulty-weighted sum of demands for Task A (driving) plus the difficulty-weighted
demands for Task B (a secondary task) plus twice the sum of conflict values obtained for the
resources used by Task A and Task B.

This calculation, when done for each pairing of driving with a secondary task, results in a table of
values for Total Interference Potential (TIP). Table 0-6 shows the Nakayama et al (1999) dataset
along with the modified MRT predictions developed in this project.

As is apparent, tasks range from low to high in terms of their TIP. Thus, the value of TIP can
serve as an indicator of which tasks, when paired with driving, might be expected to affect
driving performance (as indicated by measures such as lane exceedances, speed variability,
response times to visual events, etc.). Using this value, then, tasks can then be chosen from a pool
of candidate tasks for inclusion in the next phase of research, so that they represent high,
moderate, and low ranges. A representative pool of candidate tasks is provided in the exhibit to
this appendix.
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Table 0-6. Predicted Values of “TIP” Relative to Driving Performance Data

Rationale for Selecting Tasks

(from Simulator Study of Nakayama et. al., 1999)

Task Total Steering Reaction Time Subjective
Interference Entropy to Visual Events | Workload
Potential Rating

Listen to traffic information for 1.13 0.46 429 25

congestion on specified location

Conversation: Repeat spoken words 1.40 0.47 386 15

Conversation: 1.40 0.47 417 15

“Do you like restaurant A?”

Conversation: “Which restaurant do 1.40 0.47 413 1.8

you like — A, B, or C?”

Mental arithmetic: Count down from 2.44 0.52 439 3.0

950 by 7's

Check navigation map display for 1.84 0.51 465 2.0

position and street name

Select name you like from a list of 4 1.46 0.58 498 3.0

names

Change A/C mode by pushing a 1.59 0.59 477 3.8

switch and repeat

Change A/C mode by means of a 1.59 0.60 583 4.0

touch screen and repeat

Scroll map display so that a specific 2.09 0.68 517 5.0

location (highlighted route) is visible

on the screen

Change scale in a navigation display 2.09 0.59 545 4.0

Take a specific amount of coins from 2.09 0.69 620 5.0

the console box

Pick up a cell phone in one hand 3.05 0.68 506 4.8

and dial a specified number

When cell phone rings, pick it up 2.09 0.68 506 4.0

from console box cluttered with
similar things

When the results of this computational model were applied to the tasks in Nakayama et al. (1999)
study and the TIP results were correlated with performance measurements reported in their
simulator study (in which participants drove and concurrently performed secondary tasks), the
correlation coefficients shown in Table 0-7 were obtained. The magnitude of these correlations
demonstrates that this predictive framework (which is independent of performance measures) can
be reasonably applied to tasks and generate predictions that can be meaningfully confirmed by

performance data.

Table 0-7. Correlations between Predictions of TIP and Performance Measures
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Simulator Study Total Interference Potential
Steering Entropy 0.69
Reaction Time to PDT 0.54

Subject Rating of Workload 0.72

After completion of the DWM project, further enhancements could perhaps be added to the
computational model, such as some or all of the following:

¢ Timeline and stage of processing information for each of the tasks
e Quantification of the magnitude of demand placed on each resource by the tasks

e A way to link in individual differences

A.7 Selection of Tasks

There were a variety of automotive secondary tasks from which to select those for study in this
research. These span the following range:

e Device-Oriented Tasks
o Conventional tasks (e.g., tune radio manually)
o New and evolving tasks integrated into the vehicle
o Navigation
o Communications
o Entertainment
o Internet and E-tasks
e Tasks Done on Portable, Carried-in Devices
o Cell Phone
o PDAsS, etc.
e Non-Device-Oriented Tasks
o Eating and drinking
o Grooming
o Attending to children
o Conversing with passengers

o Giving instructions to passengers, etc.

Of these, the major focus for the CAMP DWM research was on device-oriented tasks. Tasks were
selected from a pool of tasks that could be potentially integrated with vehicles. These were
selected from among those shown in Table 0-1, along with others that were added and modeled
later. Some tasks using portable devices were also be studied, along with some non-device-
oriented tasks. The selection of all tasks (regardless of type) was guided by the application of the
MRT-based computational model described previously.

However, to equip OEMs to support the development of systems offered as original equipment, it
was determined that the most in-depth understanding was needed around the metrics and methods
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that are appropriate for integrated devices and systems. Toward that end, the top-down
application of the MRT computational model was complemented with the bottom-up application
of constraints. This was necessary to determine whether surrogate metrics would work for all
interface types that could be anticipated in the near future (or just some of them), and also
whether they could be applied to a broad variety of system functions (or just a few).

In addition, the application of bottom-up constraints ensured that every meaningful combination
of resource demands on driver resources was represented by at least one task in the task set input
modalities (visual, auditory), output modalities (manual, vocal), and working memory (verbal,
spatial).

Interface Types
The task set was refined to ensure (to the extent possible) that some tasks in the set used
an interface that was primarily visual-manual in nature, some used an interface that was
primarily hear-speak, and some used an interface that required mixed-mode (visual,
manual, auditory, and vocal) operations. This was done to help determine whether
metrics work effectively across interface types.

System Functionality
The task set was also refined in an effort to make sure that all major system functions
were represented with one or more task exemplars. The major areas of functionality that
were covered included: navigation functions, communication functions, electronic
information functions, and advanced entertainment functions

A.8 Selected Task Set

The tasks that were selected through this process are listed below and described in Appendix B.
e Visual-Manual
o Coins
o HVAC
o Radio (Easy)
o Radio (Hard)
o Manual Cell Phone Dial
o Cassette Insertion
o CD/Track 7
o Destination Entry
o Route Tracing
o Read (Easy)
o Read (Hard)
o Map (Easy)
o Map (Hard)
e Auditory-Vocal
o Sports Broadcast

o Trip Computations
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o Book-On-Tape Listen
o Book-On-Tape Summarize
o Route Instructions
o Route Orientation
e Mixed-Mode
o Voice Dial
o Delta Flightline
o Just Drive (For 2-Minutes)

These tasks spanned all meaningful combinations of demands on driver resources within the
context of the Modified MRT model (see Figure 0-2). Along the horizontal axis, primary input-
output modality pairings are shown. Along the vertical axis, demands on working memory are
shown (spatial versus verbal). Within the cells of the matrix, tasks have been listed to show what
types of demands they are hypothesized to place on drivers. As can be seen, every quadrant of the
space was represented by at least some tasks in the experiment, so that conclusions could be
drawn about how well surrogate metrics worked for that class of task demands.

lllustration Of Task Set

[n n|
*HWAC adjust (rotary knobs) . *Travel Computations *lust Drive
i *lnsert a cassette: Side AB *Route Orientation
Spaffaf *Select Coins *Route Instructions
R *Insert CO, play track 7
anary *Search paper map, Easy
. *Search paper map, Hard
Worklng *Route-Tracing
Memory v _ : : T
*Radio Tune-Easy *“wnice Cell-phone dial -familiar
Load *Radio Tune-Hard *Book-an-Tape Listen
Vefba/ "Manual Cell-phone dial "Book-on-Tape/Paraphrase

*Sports Broadoast
*Biographical C1&A
*Enter Destn-list search -
*Read text (visual primarily)
"Read text “Woice dialflight info/hang up

Visual-Manual Auditory-Vocal
Primary Driver Input-Output Modalities

Figure 0-2. lllustration of Distribution of Tasks Across Types of Demands
Placed on Driver Resources

In addition, each task that was selected for study was modeled using the Modified MRT
computational model and developed to guide task selection. Table 0-8 shows the predicted values
for each task’s potential to interfere with driving when done concurrently with it or TIP values.
These are provided for three levels of difficulty for each task.

Table 0-8. Predicted Total Interference Potential Values by Task
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Difficulty Levels Modeled

Tasks Predicted Demand Vector Easy Level Mod. Level Hard Level

Modified

MRT TIP

Value
1 Coins 1.840 V-S-M 1.590 1.840 2.090
2 Cassette 1.840 V-S-M 1.590 1.840 2.090
3 HVAC** 1.524 V-V-M 1.524 1.774 2.024
4 Radio Tuning Easy 1.774 V-V-M 1.524 1.774 2.024
5 Manual Dial 2.024 V-V-M 1.524 1.774 2.024
6 Travel Comp 1.961 A-S-V 1.461 1.711 1.961
7 Route Orient 1.961 A-S-V 1.461 1.711 1.961
8 Voice Dial 2.487 VA-V-M 1.827 2.157 2.487
9 BOT Listen 1.793 A-V —-- 1.123 1.288 1.453
10 Just Drive | ----
11BioQ & A 1.398 A-V-V 1.398 1.648 1.898
12 Route Instrucs 1.961 A-S-V 1.461 1.711 1.961
13 Sports Broadcast 1.898 A-V -V 1.398 1.648 1.898
14 Radio Tuning Hard 2.024 V-V -M 1.524 1.774 2.024
16 CD Track 7 2.024 V-V-M 1.524 1.774 2.024
17 Route Tracing 2.090 V-S-M 1.590 1.84 2.090
18 Delta 2.941 VA-V-MV 2.108 2.524 2.941
19 BOT Summary 1390 | - V-V 1.060 1.225 1.390
21 Nav Dest Entry 2.553 V-SV-M 1.893 2.223 2.553
24 Read Easy 1.761 V-V-V 1.461 1.711 1.961
25 Read Hard 1.961 V-V-V 1.461 1.711 1.961
28 Map Easy 1.857 V-S-V 1.607 1.857 2.107
29 Map Hard 2.107 V-S-V 1.607 1.857 2.107

* Demand Vector is coded in terms of Input Mode (V=Visual, A=Auditory, VA=Visual and Auditory),Working

Memory (S=Spatial, V= Verbal, SV=Spatial and Verbal), and Output Mode (M=Manual, V= Vocal,

MV=Manual and Vocal).

* HVAC could have been coded as V-S-M, but there was mixed opinion among the technical team, so it
was left it as visual —verbal-manual.
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A.9 Summary

The rationale for selecting tasks for study in the CAMP DWM project was based on both a top-
down, theoretically-based computational model and a set of bottom-up constraints. The top-down,
theoretical approach consisted of a framework and computational model based on Multiple
Resource Theory. It was deemed to offer the most promise as a means of describing and guiding
the selection of tasks to be studied in the CAMP DWM project. This approach was specially-
developed for this purpose and should not be viewed as fully proven. Therefore, it was also
developed and evaluated more fully as an analytic tool or surrogate in its own right as the
research progressed. However, because it offered a way to select secondary tasks for further study
and to derive predictions about their effects on driving performance in a way that was
independent of performance data and based only on task attributes, it was used in this project for
guiding task selection. In addition, this model also provided the ability to comprehend recent
research findings in the areas of working memory and supervisory attention that were relevant for
the issue of driver distraction. Exploratory application of the framework to a data set, which was
obtained in a simulator study revealed moderate to high-moderate correlations, suggesting that
there was indeed a reasonable basis for applying this framework to automotive tasks. The set of
tasks resulting from this top-down application of a computational model was refined through the
bottom-up application of constraints so that it also spanned major types of interfaces and
functionalities that were likely to be considered for future products, and spanned all meaningful
combinations of resource demands likely to be placed on drivers by in-vehicle tasks.
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Exhibit

Partial Pool of Candidate Tasks
Device-Oriented Tasks: New & and Evolving Tasks

Function Task
Communications

Call “son” using prestored voice tag

Call “son” using prestored visual tag

Call “son” where “son” is item #6 in a list

Call specific phone number by manually dialing 7-digits

Call specific phone number by manually dialing 10-digits

Call specific phone number using voice dial

Make recording on message system (e.g., “This is Dad.
The freeway is closed. I’ll be late for dinner.”)

Delete third message on message system

Retrieve cell phone from seat/console/pocket/bag

Answer incoming call

Receive and remember information from call (e.g., grocery
list)

Generate instructions to someone else on call

Have interactive conversation on phone

Access voice messages

Listen to voice messages

Respond to pager (worn on belt)

Advanced Entertainment
Listen for weather prediction for tomorrow
Change radio band
Tune to JAZZ (or other RDS source)
Download MP3 file
Select and Play MP3 file
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Advanced Information
(Internet Access)

Navigation

Rationale for Selecting Tasks

Read the weather prediction for Detroit on Friday,
using hand controls
Read the weather prediction for Detroit on Friday,
using voice
Get the third stock quote (manually)
Get the third stock quote (with voice)
Read the fourth story in sports channel
Listen to the fourth story in sports channel
Browse custom info channel
Access email
Listen to email message
Read email message

Enter information into address book (manual, voice,
mixed mode)

Enter/find/select destination (manual, voice, mixed mode)
Select/plan route

Get directions to specific location (both select destination
and route; manual, voice, mixed mode)

Follow route (visual, voice input, or both)

Find destination on map (visual)

Choose hotel nearest to current location

Zoom in/out two levels

Scroll map toward destination
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Function

Navigation

Entertainment

Climate

Cruise Control

Improve Vision

Rationale for Selecting Tasks

Device-Oriented: Conventional Tasks

Task

Find destination on paper map
Follow route using paper map
Select/reset trip A/B

Retrieve, insert, and play CD

Eject CD

Store CD

Retrieve, insert, and play audiotape
Eject audiotape

Store audiotape

Increase volume two levels

Change radio station to preset 105.5
Tune to 710 AM radio frequency
Select next track on current tape
Play CD, Disk 3, Track 5

Select next track on current CD
Select CD disk, one number lower than current CD disk
Increase treble

Balance sound to the right

Fade sound to the rear

Mute the radio

Change from AM to FM

Adjust center-left airflow vent
Increase HVAC fan speed two notches
Set A/C to maximum cool
Set A/C to recirculate air within vehicle
Adjust airflow from face to feet
Open window
Open sunroof
Set cruise control
Resume cruise control

Adjust right side (passenger’s side) outside mirror
Adjust rearview mirror
Turn on headlights to low beam
Turn on headlights to high beam
Switch headlights from high to low beam
Turn on wipers to low
Turn on wipers to intermittent
Turn windshield wash and wipe on
Defrost windshield
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Miscellaneous Turn timer on
Switch from English to metric measurement on gauges
Adjust instrument cluster brightness

Non-Device-Oriented

Function

Converse with passenger

Give instructions to child in rear seat
Take drink from beverage container in cup holder
Eat sandwich

Eat French fries

Comb hair

Apply makeup

Shave face

Put on earring

Pick up dropped object

Light a cigarette

Take off jacket

Pull-down sun visor and position

Note: Additional tasks were added to this list, developed, and modeled, prior to final

task selection. This list illustrates the large variety of candidate tasks from which task
were selected.
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Twenty-three tasks were selected for use in the study. These tasks are listed below and described
in the remaining sections of this appendix:

e Visual-Manual Tasks
o Coins
o HVAC
o Radio (Easy)
o Radio (Hard)
o Manual Cell Phone Dial
o Cassette Insertion
o CD/Track 7
o Destination Entry
o Route Tracing
o Read (Easy)
o Read (Hard)
o Map (Easy)
o Map (Hard)
e Auditory-Vocal Tasks
o Sports Broadcast
o Travel Computations
o Book-on-Tape Listen
o Book-on-Tape Summarize
o Biographical Question & Answer
o Route Instructions
o Route Orientation
e Mixed-Mode Tasks
o Voice Dial
o Delta Flightline

e Just Drive Task (for two Minutes)
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B.1 Visual-Manual Tasks
B.1.1 Coins Task

In this task, the driver was instructed to select a specified amount of change from the coinholder,
similar to what would have to be done to prepare for a tollbooth on an interstate. The driver was
to select coins totaling the amount specified in the task request. An example task command was:
“Your task is to retrieve coins from the coinholder totaling 65 cents. Please begin now.”

The amount of money to be selected was different on each task trial. Drivers were to place the
retrieved coins on the console or in the hand of the safety observer in the car or experimenter in
the lab. This way, the accuracy of the coin selection could be scored before the coins were
returned to the coinholder.

The coinholder was a cup, fastened down in the cupholder of the vehicle’s console. It contained
three nickels, two dimes, three quarters, two half-dollars, and one Sacagawea dollar coin.

The task was scored “fully successful” if the correct amount of change was selected. Otherwise, it
was scored “not successful.

Cup holder used in
the laboratory test
buck for Task #1
contained 3 nickels,
2 dimes, 3 quarters,
2 half dollars and

1 Sacagawea dollar.

Figure B-1. Cup Holder in Laboratory
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B.1.2 HVAC Task

This task made use of a conventional three-knob (fan, temperature, and airflow) climate control
panel mounted on the top of the center stack area above the CD unit. The test participant was
asked to adjust all three controls to desired levels using conversational language, e.g., “Your task
is to adjust the heating, ventilation, and air conditioning unit so that the fan is high, at a
moderately warm temperature, to warm both face and feet. Please begin now.” The HVAC
controller is shown in Figure B-2.

The design of the HVAC task was such that all three knobs had to be adjusted each time.
However, each task request required six steps to be accomplished from its start state. Unlike most
of the other requested tasks used in this study, the sequence of HVAC tasks was prescribed such
that the previous trial's final settings were the initial settings on the next HVAC trial. This was
done to alleviate workload from the front-seat safety observer in the on-road portion of the study
that was subsequently conducted.

Figure B-2. OEM Type 3 Knob HVAC Controller as Installed in Laboratory

Also, it should be noted that the task requests were initially developed for HVAC systems that
used slider controls instead of knobs but were adapted for use with the HVAC selected for this
study. As a result, the order of settings specified in each task request did not correspond with the
sequence of the knobs in the spatial layout of the device. This meant that the test participant had
to listen closely to each task command and retain the settings long enough to accomplish them on
the three-knob panel.

The completion time was determined by the participant’s performance, as measured from the
instruction to “begin now” to the time at which they said “done.” A task trial was scored “fully
successful” if all tree settings were correctly set. It was scored “partially successful” if only some
were correctly set. Otherwise, it was scored “not successful.”
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B.1.3 Radio (Easy) Task

The Radio (Easy) task involved tuning the radio only. An OEM-style AM/FM in-dash radio/CD
unit was used for this task (see Figure B-3). The knob on the left side was pushed to turn the radio
off/on and rotated to adjust the volume. The knob on the right side was rotated to tune the radio.
For the easy radio tuning task, participants were asked to manually tune the radio. The radio was
already on, already set to the appropriate band (FM), and at a given preset station (100.1 FM).
The test participant was asked to manually tune the radio to a specific frequency that was an
approximately equal number of increments up or down from that setting (104.3 FM or 97.1 FM).
They were to do this by means of the rotary knob provided for manual tuning on the device. This
task was designed to be similar to the radio tuning reference task that was initially specified in
Principle 2.1B of the Alliance of Automotive Manufacturers Driver Focus Principles, Version 2.0
(2002), but was slightly easier when implemented (it did not require turning on the radio, nor did
it require selecting or changing bands, and required tuning slightly fewer increments to the target
frequency). The order of requested frequencies (up or down) was randomized across blocks of
trials. Prior to the start of each trial, the radio was configured back to the appropriate start state
for the trial. Note that at the time the task was designed, the Alliance Principles called for a radio
reference task that required at least 40 steps of 0.1 MHz from the start state. Using this as a
guideline, it was balanced also with the need for an actual radio station to exist at the destination
frequency specified, and for the start state to be near the middle of the band to ease the load on
the experimenters by enabling a standard preset to be used on all trials, from which up and down
tuning was possible. These additional constraints meant that the two target frequencies could not
be exactly the same number of increments up or down from the preset. The target frequency of
97.1FM was 30 increments of 0.1 MHz down from the preset, and the target frequency of
104.3FM was 42 increments of 0.1 MHz up from the preset of 100.1FM). Note that most
American radios move in 0.2 MHz increments, so if that method of counting increments is used,
the number of increments down was 15 for 97.1FM and 21 up for 104.3FM. Drivers, of course,
usually used large twists of the tuning knob initially and finer adjustments as they approached
their target frequency, so the number of increments used to develop the task should not be taken
to indicate the number of control inputs used by drivers to perform the task. The order of
requested frequencies was balanced across blocks of trials.

A sample task command was: “Your task is to: tune the radio to 104.3. Please begin now.”
Participants said “done” when they had reached the specified frequency. The radio provided no
auditory feedback during the task.

The time to complete the task was measured from the word “begin” in the task instruction to the
participant’s utterance of the word “done.” A task trial was scored “fully successful” if the correct
frequency was set at the end of the task. Otherwise, it was scored “not successful.”
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This Panasonic radio
was used for multiple

_ tasks in the study.

SCAN o e | ks | pandan | e | auad — The radio was preset to
FM 100.1 for Task #4
Radio (Easy).

SEEK-TRACK

Figure B-3. Radio Ready for Radio (Easy) Task in Laboratory

B.1.4 Radio (Hard) Task

The Radio (Hard) task involved turning on the radio, selecting the specified band, and then tuning
to the specified frequency. The same OEM-style AM/FM in-dash radio/CD unit used for the
Radio (Easy) task was also used for the Radio (Hard) tuning task (see Figure B-3). At the
beginning of the task, the radio was (a) set to 100.1 FM, (b) switched to the wrong band (AM),
and (c) turned to the off state. In addition, the specified target frequency was a larger number of
increments away from the preset start state than in the Radio (Easy) Task, and the target
frequencies were near the end of the band on either side of the start state (93.1 and 107.5). As
such, the Radio (Hard) Task was intended to represent the type of reference task specified in the
Alliance Driver Focus Principles, Versions 2.0 and 2.1, Principles 2.1B (2002, 2003). As
mentioned previously, the Alliance Driver Focus Principles called for a radio reference task that
required (in addition to turning on the radio, and switching bands), tuning to a target frequency at
least 40 steps of 0.1 MHz increments from the start state. This was used as a guideline, but was
again balanced with the need for an actual radio station to exist at the destination frequency
specified, and for the start state to be near the middle of the band to ease the load on the
experimenters by enabling a standard preset to be used on all trials, from which up and down
tuning was possible. In addition, a more difficult version of this task was needed for the Radio
(Hard) Task. These additional constraints meant that the two target frequencies could not be
exactly the same number of increments up or down from the preset. The target frequency of 93.1
FM was 70 increments of 0.1 MHz down from the preset (or 35 increments of 0.2 MHz), and the
target frequency of 107.5 FM was 74 increments of 0.1 MHz (or 37 increments of 0.2 MHz) up
from the preset of 100.1 FM). Drivers, of course, usually used large twists of the tuning knob
initially and finer adjustments as they approached their target frequency, so the number of
increments used to develop the task should not be taken to indicate the number of control inputs
used by drivers to perform the task.

This was a self-paced task. A sample task command was: “Your task is to, turn on the radio,
select the FM band, and tune to 107.5 FM.” Participants were to do this by means of the rotary
knob provided for manual tuning on the device. The order of requested frequencies (up or down)
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was randomized across blocks of trials. Participants said “done” when they reached the specified
frequency. The radio provided no auditory feedback during the task. Prior to the start of the trial,
the experimenter/observer reconfigured the radio to its appropriate start state for the radio task.

The time to complete the task was measured from the word “begin” in the task instruction to the
participant’s utterance of the word “done.” A task trial was scored “fully successful” if all three
steps (turn on, select band, and tune to specified frequency) were done correctly. It was scored
“partially successful” if only some were done correctly. It was scored “not successful” otherwise.

B.1.5 Manual Cell Phone Dial Task

A Samsung Model SPH-A460 cellular flip-phone was used in this study (see Figure B-4 and
Figure B-5). The Manual Dial task required the test participant to dial his or her own home using
10-digit dialing. The task was designed to represent just the dialing portion of placing a phone
call (not opening the phone or waiting for the phone to connect). At the start of the task, the flip-
phone was positioned on the center console, flipped open. The test participant picked up the
phone, keyed in his or her own home telephone number (area code, followed by prefix and suffix)
and then pressed <TALK> After dialing the last digit, the participant pressed <END> (instead of
<TALK>) to end the call. This was done to prevent the home phone from ringing repeatedly
during the test. Test participants were observed to position the phone in a variety of ways,
including at the console, in the lap, and at the steering wheel. This was a self-paced task.

The task request was: “Your task is to call home by manually dialing the phone. Please begin
now.”

Figure B-4. Samsung SPH-A460 Cellular Flip-Phone

B-6



Appendix B Tasks Used in the Study

At the left, a cellular
phone is open and
sitting in the center
console cup holder, as it
would be at the start of
phone tasks in the
laboratory.

Figure B-5. Cellular Flip-Phone Ready for Use in Laboratory

The completion time observed determined the task duration. A task trial was scored “fully
successful” if the home number was correctly called (this was recorded on a reference card in
advance of data collection by the experimenter for use in scoring task performance). A trial was
scored “partially successful” if some of the task steps were done correctly. Otherwise, it was
scored “not successful.”

B.1.6 Cassette Insertion Task

A Legacy™ LR-204PX aftermarket cassette radio unit mounted in the center stack area, toward
the bottom of the stack near the center console was used for this task. A single cassette in a hard-
plastic cassette case was positioned on the center console.

The test participant was asked to reach over, pick up the cassette case, open it, remove the tape,
and then insert the cassette into the Legacy cassette radio player, with the requested side up (side
A or side B). The cassette tape was stored in a clear case, with a blank white label on it so that
any identifying information on the side of the cassette could not be seen (that is, the side A or side
B label was not visible through the case and could not be seen until the case was opened).

A sample task request was: “Your task is to remove the tape from this case and insert to play
side B. Please begin now.” The side that was to be inserted face-up was varied from task request
to task request in an apparently random fashion. Participants said “done” when they completed
the task.
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Inserting a cassette is a
mechanical function of
the radio, so power was
not supplied to the
device.

Figure B-6. Aftermarket AM/FM Cassette Radio as Installed in Laboratory

The task duration was based on the completion time. A task trial was scored “fully successful” if
the tape snapped into place and the correct side was up. It was scored “partially correct” if the
tape snapped into place and the wrong side was up. Otherwise, it was scored “not successful.”

B.1.7 CD/Track 7 Task

In this task, the test participant received an auditory prompt to select a specific color-coded CD
from a visor wallet containing six CDs, insert it into the CD slot on the radio/CD unit, and then
select Track 7.

This task required the test participant to reach for a color-coded CD from a visor wallet that
contained six CDs. Colors and surface patterns for the CDs were selected to minimize effects
from any color vision limitations that a participant might have. The CD colors were gold swirl,
purple, silver, red, black, pale gold (no swirl), and blue.

The participant was required to slide the CD out of the visor wallet and insert it into the CD slot
in the radio/CD unit located in the center console. This automatically turned the system on. Then
the participant needed to use a button to locate Track 7 (the readout of tracks appeared in the
radio/CD unit display). The duration of the task was measured from the instruction to “begin
now” until the participant said “done.”

Figure B-7 shows the radio with a CD inserted. Figure B-8 shows the visor-mounted CD
wallet in the laboratory and Figure B-9 shows the visor-mounted CD wallet in the test
car.
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The radio has read an
inserted CD and has
begun to automatically
play the first track.

For this task,
participants were
instructed to use the
il Seek-Track button,

MODE located in the lower-left
corner of the radio, to
change to Track #7.

TUNE

Figure B-7. Radio Ready for CD/Track 7 Task in Laboratory

A cloth CD wallet was
used to hold CDs in the
lab and cars.

On the test buck, the
wallet was mounted on
an overhead bar with a
mocked up sun visor.
The positioning was
based on the visor
position in the test cars
relative to the steering
wheel and seat.

Figure B-8. Visor Mounted CD wallet in Test Buck
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A cloth CD wallet was
used to hold CDs for this
task in the laboratory and
the test cars.

Here the wallet was
mounted in a test car
while the auxiliary visor
was used to block sun for
participants.

Figure B-9. Visor Mounted CD Wallet in Test Car

A task trial was scored “fully successful” if the correct CD was inserted and Track 7 was selected.
It was scored “partially successful” if the wrong CD was selected, but it was correctly inserted. It
was scored “not successful” otherwise.

B.1.8 Destination Entry Task

Navigation Destination entry was accomplished with a Visteon Navmate 2.0 navigation system.
The primary methods of destination entry for this Zexel/Navmate/PathMaster-type interface are
street address, intersection, and point of interest. Only street address was used for this study.

Two strategies were available, spell a name or pick from a scrolling list. The test participant used
the Visteon navigation system to enter driving destinations via street address. The test participant
pressed four arrow keys and an enter button on the front of this display to enter the destination.
The system was pre-set at the beginning of every trial so that the main menu screen was visible.

The first step in this process was to select Address/Intersection from the main menu as shown in
Figure B-10. By default this selection was highlighted so the test participant would simply press
Enter.
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The Main Screen,
shown at left, is the
starting point for the
Destination Entry Task.

This device uses four
arrow keys, enter and
menu buttons and
variable soft keys to
navigate scrolling lists
to yield route guidance
information.

Figure B-10. Navigation Unit Main Menu Screen

The test participant was then asked to enter the city name or the street name on the selection
screen shown in Figure B-11. The test participant was requested to enter the city name first for all
destinations. After pressing Enter, to select this default option, an alphabetical list of cities
appeared, as shown in Figure B-12. To scroll through this list, the test participant either used the
up and down buttons to move one-by-one thru the list or pressed the left and right buttons to
move to the next letter. For example, pressing the right arrow when at a city that began with A
took the test participant to the first city that began with B.

The test participant is
prompted to either
choose to enter the
City or Street Name.
Here, they choose the
default, City Name.

The “Back” soft key
appears in the
lower-right of the
display. This key will
take the user back to
the previous screen.

Figure B-11. Navigation Unit Search Type Selection Screen
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The test participant
must use the arrows at
the bottom of the

display to scroll up or
m down the list select get
Press NAME to spell
STATE: LOUISIANA

to the target city name.

Right and left arrows
move the highlight to
the first entry of the
next division, for
instance from Abita
Springs to the first city
beginning with the
letter B.

Figure B-12. Navigation Unit City Selection Screen

After locating the desired city, the test participant would press Enter to get to the street selection
screen. After arriving at the street selection menu, shown in Figure B-13, the same controls were
used to choose the correct street name in the same manner as for the city selection. After the
desired street was found, the Enter key was pressed.

After a city name is
selected, the Street
Selection screen
appears.

Select Street Using the arrows the

test participant must
Press NAME to spell scroll up or down to

choose the target
street name.

Figure B-13. Navigation Unit Street Selection Screen

The system then asked the test participant to choose an address range or an intersection. Only the
default, address range was used for this study and this screen is shown in Figure B-14.
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Once city and street
names are entered,
the next step is to
choose the Address
Range option to enter
the address number.

This option is the
default so the test
participant must only
press Enter at this
screen.

Figure B-14. Navigation Unit Address Type Selection Screen

After address range was selected, the system notified the user which address numbers were valid
at the top of the screen as shown in Figure B-15. The desired address was entered by using the up
and down arrows to pick the first number, the test participant then used the right arrow to go to
the next number, and so on.

This screen displays
all valid street numbers
for the address that
has been entered. The
Enter Address Number test participant must
now use the arrow
keys to enter the
number.

Left and right arrows
move the cursor while
up and down arrows
change the digit.

Figure B-15. Navigation Unit Address Number Entry Screen
Once the correct address number was entered, the test participant pressed Enter and the system

asked for route criteria on the screen shown in Figure B-16. The test participant then pressed
Enter because the default settings, Quick and Shortest Time Route, was the one the test
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participant was requested to use. Once the test participant pressed Enter, destination entry was
completed.

To select the type of
route desired, test
participants were
instructed to select
the default “Shortest
Time Route” by
pressing the Enter
key.

Figure B-16. Navigation Unit Route Type Selection Screen

Each destination was chosen such that each address would have nearly the identical number of
key presses for entry, if the most efficient method of scrolling and spelling were used in each
case. Nearly all of the addresses required 40 key presses, plus 7 Enter key presses to be
successfully input into the system. The range of key presses was from 38 to 40. The 7 Enter key
presses were consistent for each address. An example destination for entry was:

9841 Amanda Ln
Algonquin, IL

Destinations were presented to test participants on paper that was positioned on the center console
at the beginning of each trial. Each destination appeared in 36-point Times New Roman font,
centered on the page as shown in Figure B-17. A different destination was entered for each trial.
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For the Destination
Entry task a paper
stimulus materials book
was used. At left, the
book is open to an
address and lying on
the center console in a
test vehicle.

The Safety Observer
covered the book with a
sheet of paper until the
start of the task.

Figure B-17. Paper Stimulus Materials Book Ready in the Car

The task command was, “Your task is to enter a destination into the navigation system using the
scrolling-list function. Please read the address from the paper at the right. Please begin now.”

If a destination was entered correctly, the trial was scored as “fully successful.” Otherwise, it was
scored “not successful.”

B.1.9 Route Tracing Task

In this task, the participant was asked to trace a path from a point of origin to a point of
destination through a maze. The mazes were 8 x 8 inches dimension and were created through the
maze generator program of Delorie, D. J. (2000). The program used to generate the mazes can be
found at www.delorie.com/game-room/mazes/genmaze.cgi. Mazes were pre-tested for
equivalence of difficulty prior to selection. The task was intended to be analogous to the task of
developing a route from a given location to a destination through surface streets and city blocks.

For this task no device was used. Instead, a paper stimulus materials book and a marker were
given to the participant. An example of the materials book opened to a printed maze as presented
in the laboratory is shown in Figure B-18.

B-15



Appendix B Tasks Used in the Study

For the Maze Tracing
task, a paper stimulus
materials book was
used. At left, the book is
open to a maze and
lying on the center
console in a test vehicle.

A marker is in the cup
holder under the book.

The Safety Observer
covered the book with a
sheet of paper until the
start of the task.

Figure B-18. Paper Stimulus Materials Book Ready for the Maze Task in Vehicle

B.1.10 Read (Easy) and Read (Hard) Tasks

The Read (Easy) text and the Read (Hard) text tasks were developed to examine the distraction
impact of a task that had visual input, vocal output, and verbal processing demands. The search
for materials that would accommodate such task testing resulted in the use of a method called the
“cloze procedure,” developed to test reading comprehension. In this procedure, text is to be read
silently. The participant then vocalizes a word or phrase that he or she thinks best fits a blank
provided in the text. Note that test participants were not encouraged to read aloud as this would
have generated auditory stimuli and alter the nature of the task somewhat. In the cloze procedure,
the speaking out of the missing word or phrase is unique.

A search for materials to use in testing led to the development of project-specific materials.
Various reading tests were considered and the Watson reading test was a source of inspiration for
the materials used in testing. However, reading tests are traditionally designed to be graded in
difficulty such that progressively harder materials are used across the testing. The goal of our
testing required more uniform materials within each category of task (easy versus hard). Thus,
materials were developed that were, to the extent possible, matched in length and in terms of
reading difficulty as indexed by the Flesch-Kincaid Readability Score. The easy materials were
approximately 60 words in length with a Flesch-Kincaid (F-K) Grade Level Score of 4™ to
5" grade reading level. The hard reading materials were approximately 90 words in length with a
F-K Grade Level Score of 7" to 8™ grade.

The Flesch-Kincaid Grade Level Score rates text on U. S. grade-school levels. Thus, a score of
8.0 indicates than an eighth-grader can understand the document. The F-K formula, given below,
emphasizes only surface aspects of the text, namely average sentence length and average number
of syllables per word. This type of readability formula has been criticized on the grounds that it
does not take adequate account of idea units or other more cognitive units of analysis (Crowder,
1982). However, it was readily calculated in Microsoft Word®™, Version 6.0, has some generally
monotonic relationship to reading difficulty, and is used here only as a rough index of reading
difficulty. The Flesh-Kincaid Grade Level Score is calculated as:
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F-K Grade Level Score = (0.39 x ASL) + (11.8 x ASW) -15.59

Where:
e ASL is the Average Sentence Length (number of words divided by number
of sentences).

e ASW is the Average Syllables per Word (the number of syllables divided by
the number of words).

Figure B-19 shows the paper stimulus materials book that contained the Read- Easy Text and the
Read- Hard Text.

A paper stimulus
materials book was
given to the test
participant for this task.

This book was opened
to a text passage, which
can be found in
Appendix J, and placed
on the center console as
seen at left.

Figure B-19. Paper Stimulus Materials Book Ready in Laboratory

B.1.11 Map (Easy) and (Hard) Tasks

The map reading task was originally adopted in an attempt to match a task being tested in the
ADAM project. The ADAM map task involved Michelin maps of Ireland and Scotland (to ensure
that test participants were unfamiliar with the area). In ADAM, participants were asked to pick up
a map book from the front passenger seat, turn to a particular map book page and indicate which
of two cities on that page was further north. It appeared from ADAM presentation slides that only
three or four cities were present on a given map, making the ADAM map task significantly easier
that it might otherwise be.
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A similar task using city maps or state maps instead was attempted and several concerns emerged.
First, target streets (for city maps) or towns (for state maps) were tried and found to be far too
difficult to search for while driving. Such a difficult task would almost certainly have resulted in
crashes during the STISIM runs or some test participants would not have been able to attempt the
task. It appears that the ADAM task worked around this problem by using target cities that were
both large and sparse on a map page (e.g., only 2 or 3 large target cities per map). Second, a
simplifying strategy was found for the task of “which of these two cities is further north” task that
might make the task significantly easier than it might otherwise appear. The strategy is to start
visual search from the top (north) of the paper map until a target is found or, happened upon, to
restrict the visual search to the area of the map above it, i.e., north. This simplifies the task a great
deal since one might be able to answer the question after finding only one target, not both targets.
(The same appears to apply to the ADAM map task as well but the benefits would presumably be
small since only 2 or 3 targets are present and they are visually quite salient due to size and color
coding). Third, there was the need to reduce or eliminate the manual component of this task
associated with turning the map book to a particular page. This should, allow for a task that more
purely represented visual input, spatial processing, and vocal response. Fourth, there was the need
to vary the difficulty of this task to have at least two levels. In the end, the testing version of the
map reading task had two difficulty levels.

The map reading task begins with an auditory request and presentation of the custom map book
already turned to the appropriate page. This eliminates the need to page through a map book.
Participants could hold the map up or point to it with their finger. Second, a simplified visual
search using labeled targets on the maps rather than the plain maps themselves was used. Third,
to require that both targets be found, the participant heard the experimenter say: “Your task is to
determine the relative orientation between <Target A> and <Target B>" By requesting the
relative orientation between the two targets, both targets had to be found. A correct answer was
along the lines of “Destination A is south and to the east of Destination B,” or “Destination A is
southeast of Destination B,” or “Destination B is above and to the left of Destination A,” and so
forth. Finally, both easy and hard versions of the map reading tasks by were enabled having a
map with 12 labeled (easy) and a map with 22 labeled (hard) targets.

Each of six easy maps was used twice for test-retest evaluation, with different target pairs each
time. Thus, for test-retest trials, exactly the same paper map display was used but different pairs
of targets were used. Also, attempts were made to ensure that the targets in each pair of targets
were roughly similarly spaced from each other. Each of six hard maps was also used twice for
test-retest evaluation, with different target pairs each time.

Figure B-20 shows the map reading book as used in the laboratory.
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A set of paper maps
assembled into map
books were used for
this task. These maps
can be found in
Appendix J.

An open map book
would be placed on the
center console as
shown at left.

Figure B-20. Map Book Ready in Laboratory

B.2 Auditory-Vocal Tasks
B.2.1 Sports Broadcast Task

This task was an auditory-vocal task which involved listening to a broadcast about a series of
games in order to find out who played a specific team and who won. The pre-recorded broadcast
lasted approximately 2 minutes and consisted of a series of short “soundbytes” about baseball
games that had been played. The game, which was probed in the task request (and for which the
driver listened), was near the end of the broadcast in a controlled position, third from the end. An
illustrative task request was, “Your task is to listen to this sports broadcast and find out who
played the Orioles and who won. Please begin now.” On each trial, the participant received a
different pairing of broadcast and probe.

The duration of the task was pre-determined by the length of the recording (to approximately two
minutes). The task was scored “fully successful” if the correct opponent and winner were
reported. It was scored “partially successful” if one was correctly identified, and “not successful”
otherwise.

B.2.2 Travel Computations Task

In this task, test participants listened to recorded messages that presented information about a
multi-leg travel itinerary. Periodically, the recording would pause while the test participant was
asked to answer a travel-related question using mental arithmetic. These questions involved
adding quantities that a traveling companion might inquire about (e.g., travel distances, gallons of
fuel needed, time to reach a destination, and money needed to pay tolls. All questions involved
adding two numbers that required a carry). This task was included because previous research used
mental arithmetic as a cognitive task load (e.g., McKnight and McKnight, 1990; Tijerina, et al.,
1995), and because cognitive psychology research suggests that mental arithmetic may be done
through imaging and perhaps treated as involving spatial processing. The recordings were never
repeated, each lasted between 1.75 and 2 minutes, and this task externally paced the test
participant.
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First, the test participant listened to a request, performed the mental addition to get the answer,
said the answer out loud, received feedback giving the correct answer, and then heard another
question until four questions had been asked. A sample task request is: “Your task is to help with
some trip computations. Please begin now. Today we are going from the city of Starburst to the
city of Ogden, and then on to Brightland. The first leg of our trip is 19 miles in length, and the
second is 45 miles in length. How far do we have to drive altogether? 64 miles is correct . . . "
and so on until all four types of questions had been asked (travel distance, gallons of fuel, time to
reach destination, and money needed for tolls). At the end of the sequence of four computation
requests, the participant heard the words, “We are done.”

As noted above, the duration of the task was pre-determined by task design to be between 1.75
and 2 minutes. A task trial was scored as “fully successful” if all four computations were correct.
It was scored “partially successful” if one to three computations were correct. Otherwise it was
scored as “not successful.”

B.2.3 Book-on-Tape Listen Task

The stimulus materials for this task came from the book Two-Minute Mysteries by Donald J.
Sobol (Scholastic Inc., 1967). Each story is a mystery that requires Sherlock Holmes-like
deduction to unravel the mystery. For example, one story is about a sheriff who stops by a bakery.
The sheriff asks the proprietor for some baking soda and the proprietor claims not to have any.
This prompts the sheriff to check a load of baked goods only to find contraband liquor hidden
inside bread loaves. Each story asks the reader to solve the mystery (e.g., the sheriff grew
suspicious when he thought how odd it would be for a bakery not to have baking soda).

Each story was recorded to last approximately 2 minutes. The test participant was asked to listen
to the story (“Your task is to: Listen to this book-on-tape selection. Please begin now”), rather
than attempt to solve the mystery (an engaging task, perhaps, but harder than it might seem) the
test participant was asked to summarize the gist of the story afterward. This was an auditory-
vocal task; it was receptive, and placed a diffuse demand on memory.

The task duration was determined by the length of the recording (approximately 2 minutes). A
task trial was scored “fully successful” if the participant listened to the story and was able to
summarize the story’s gist and reasonably. If no summary could be accomplished, the task was
scored “not successful.”

B.2.4 Book-on-Tape Summarize Task

Immediately after the book-on-tape selection was played, the test participant was asked to
summarize the story in his or her own words (“Your task is to: summarize the selection you just
heard. Please begin now.” During training on the task, participants were instructed to summarize
main characters, plot events, etc. and had the opportunity to practice summarization and receive
feedback on the quality of their summaries. Nonetheless, test participants varied widely in their
expressive ability. Many often provided a very terse summary. Even though this was a generative
task, test participants appeared to approach it within their own comfort zone of ability. However,
the summaries provided two things: (1) a way to determine whether the listen task was performed
successfully, and (2) a means of imposing a generate speech load that was separable from the
listen portion of the task and that provided all the participants with the same set of information to
be talked about. This was done so that the effects of generating speech on driving performance
could be examined (since generating speech is one component of other tasks, such as conversing
with a passenger, or talking on the phone).

The task duration was measured from the instruction to begin to the point when the participant
said “done.” A task trial was scored “fully successful” if the participant summarized the story
accurately (with no errors) and reasonably. It was scored “partially successful” if the participant’s
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summary contained either errors or missed key concepts (main characters, summary of main plot
events). If no summary could be accomplished, the task was scored “not successful.”

B.2.5 Biographical Question and Answer Task

This auditory-vocal task involved paced question-and-answer dialogue based on elementary
biographical questions such as: What is your name? What is your address? What make and
model of vehicle do you drive? How long have you owned your present vehicle? And so on. The
recorded dialogue included preset periods (of approximately 4 sec) during which test participants
provided a response. This task used the same questions on each block, and so it was presumed to
place little load on the test participants. However, this task became so monotonous that some test
participants complained about it and from time to time generated creative responses.

The duration of this task was pre-determined by the length of the recording (approximately
2 minutes). A task trial was scored “fully successful” if all questions were answered; it was
scored “partially successful” if some of the questions were answered. Otherwise, it was scored
“not successful.”

B.2.6 Route Instructions Task

This auditory-vocal task involved route instructions for a set of errands. Participants listened to a
set of route instructions and then were asked to paraphrase them. Each task was comprised of four
such listen-and-repeat sets. The total task was pre-recorded and lasted approximately 2 minutes
(including intervals which allowed participants to respond). An example is: “Your task is to listen
to some route instructions for a set of errands we need to run today and then paraphrase them
back to me. Please begin now. Today we need to take the dog to the vet, pick up some dry
cleaning, and pick up a friend from work. First, to take the dog to Pet Doctors, take Main Street to
6" Avenue and turn left. It’s the big blue building. Could you please paraphrase the instructions
for getting to the vet?" Three more sets were given before the task was over, as designated by the
phrase, “We are done.” A different set of errands and route instructions were presented on each
task occurrence.

The duration of this task was pre-determined by the length of the recording, approximately two
minutes. A task trial was scored “fully successful” if all four sets of route instructions were
correctly reported. It was scored “partially successful” if some of the route instructions were
correctly reported. Otherwise, it was scored “not successful.”

B.2.7 Route Orientation Task

This artificial task was created as another auditory-vocal task that emphasized spatial processing.
The test participant listened to recorded route instructions and, after each turn in the sequence,
was asked to indicate the direction in which they would be headed after that turn. The participant
was told that he/she is traveling in a particular direction (for example, North) and then would be
making a turn (either left or right). After becoming reoriented to the new direction, the participant
was to tell the observer the new direction. An example of what the participant heard is: “You are
traveling north. After a time, you turn left; in what direction will you be traveling then?”

Note that after a pause, during which the test participant provided a response to the question, the
recorded message provided the correct answer before proceeding to the next leg of the journey,
e.g., “West is the correct answer. You now travel straight for a short distance and then turn right.
What direction will you be traveling then?” Participants heard eleven of these questions, one after
another, until they heard the words “We are done.”

This was an externally paced task that lasted approximately 1.75 to 2 minutes. A task trial was
scored “fully successful” if all eleven orientations were correctly identified. It was scored
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“partially successful” if only some of the orientations were correctly identified. If none of the
orientations were correctly reported, it was scored “not successful.”

B.3 Mixed-Mode Tasks
B.3.1 Voice-dial Task

Voice Dial used was the Samsung Model SPH-A460 flip-phone enabled with Sprint PCS© digit-
by-digit voice recognition. This system used “continuous recognition” and allows participants to
speak digits in a natural way. The task was designed to represent just the voice-dialing portion of
placing a call (not opening the phone, or waiting for the phone to connect). At the start of a trial,
the flip-phone was positioned open on the center console area. The test participant picked up the
phone, pressed <*> <TALK>, then engaged in dialogue with the Sprint PCS Interactive Voice
Response (IVR) system. He/she listened for the system to say, “Ready,” and then said, “Call,”
followed by the 10-digit number, spoken digit by digit. The system then repeated the entire phone
number and queried the participant as to whether it was correct. The participant responded
appropriately. After the participant verified, he/she said, “Cancel” to end the call. The phone was
put back on the center console at the end of the task. This task was paced by the nature of the
interaction with Sprint PCS voice dialing.

B.3.2 Delta Flightline Task

In this task, the test participant was given the following type of verbal instruction via a recorded
voice prompt: “Your task is to find the arrival time of the flight from Cincinnati to Albuquerque,
leaving Cincinnati at 5:00 p.m. today. Please begin now.”

This task involved listening for the arrival time of a direct flight from a point of origin to a point
of destination. It made use of a commercial, interactive voice-response system provided by Delta
Airlines. This task was intended to be primarily auditory-input and vocal-output with verbal
processing requirements. However, the task began with a voice-dial that required the test
participant to press the button sequence <*><TALK> on the flip-phone and then use the Sprint
PCS voice-dialing name tag feature “Call Delta.” An example of a Delta Flightline dialogue is
given in Figure B-21.

The Delta Flightline IVR system was chosen because it had a reasonably good interface and
performance. However, some participants found that working with the system (and also the Sprint
PCS voice-dialing system) was frustrating and error-prone.
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Using cell phone dial * TALK
and say “Call Delta”

Y

Listen to the welcome message

. Flight Say Departure
Number City
Say Arrival City

Confirm Departure
and Arrival Cities

]
¢

Do you have arrival or
departure information?

/:

Say “Incorrect”

What Day?

Approximate
Time?

| Say “Morning” |

Say “Afternoon” Say “Evening”

\
Listen to Departure/Arrival Time/Location, Flight, and
Gate Number

!

Remember Arrival Time, Repeat Aloud the time, and
say “Done”

Figure B-21. Delta Flightline Example Dialogue
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B.4 Just Drive Task

To establish a baseline for driving only, two-minute "just drive" task was created. This task
would provide a baseline without any concurrent task activity. The test participant was told that
his task was simply to drive, and respond to any event-detection stimuli that occurred. A two-
minute period of just driving was recorded for each Just Drive task. The task request was: “Your
task is to just drive. Please begin now.” The task continued until the participant heard the words
“We are done,” at the end of two minutes.

The logic of providing a 2-minute observation period explicitly for observing single-task driving
performance merits further comment. Between tasks there were potentially a large number of
activities under way. The test participant might be prompted to surge forward to regain a nominal
1.5 sec time headway in separation prior to the start of a new task. Task requests might be played.
The test participant might engage in conversation with a staff member. And so forth. For these
reasons, time periods between tasks can never be considered “just driving” and any analysis
comparing between-task periods is essentially meaningless because the nature of between-task
activities was unique to each participant, and was not coded or captured in anyway due to its
idiosyncratic nature. There is no way for an analyst to know what the data during between-task
periods reflects.

B.5 Task Command Presentation

All task commands, which asked a subject to begin task performance, were pre-recorded and
stored in MP3 digital music format. Task commands were arranged in order according to the task
sequence being used for a particular subject and loaded into the memory of a Creative Labs
Nomad IIc music player. This device was selected for ease of use by the experimenter when in-
vehicle. The four-way hat switch allowed the experimenter to start and stop task command
presentations easily and without taking his/her eyes off other areas of interest. The ordering of
task commands to match the experimental order being used also meant that experimenters simply
played the requests sequentially rather than having to select the required file from a list. The
music player is shown in Figure B-22.
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The portable
battery-powered
MP3 player that was
used to play task
request recordings
in all venues is
shown.

This particular
model was chosen
for ease of use and
navigation by the
experimenter. For
standard operation,
only the 4-way
button in the middle
was needed.

Figure B-22. Digital Music Player
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Appendix C. Instrumented Vehicles Used in
Road and Track Trials

C.1 Background Platoon Requirements

Throughout the experimental design of the Driver Workload Metrics Project, a platoon of three
instrumented vehicles was required. The subject vehicle housed the majority of instrumentation
and the test subject. The other two vehicles provided object and event detection (OED) stimuli.
This required two types of instrumentation, one heavily instrumented car would record driver
performance and carry out all command and control functions. The other two vehicles would
need little instrumentation aside from methods of presenting information to their drivers.

Driving Test Approach

Three-Vehicle Platoon, with “multitasking” driver in
middle vehicle (and lead/follow vehicles providing
OED stimuli)

Turn Signal Lane v CHMSL Deceleration of

lllumination Bust Illumination Lead Vehicle

Figure C-1. Platoon OED Stimuli

The OED events would consist of CHMSL or turn signal lights being activated in the lead and
follow vehicles as well as maneuvers such as a decelerating lead car or a car leaving its lane as is
represented in Figure C-1. This required that the instrumentation in the subject vehicle be able to
communicate with the computer in the lead and follow vehicles to send and receive commands
and data. This was accomplished with a wireless LAN system utilizing an access point in the
subject vehicle with client cards in the lead and follow vehicle computers. A basic overview of
this communication is shown in Figure C-2.
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Three Car Plateon Conpnunications Owverview
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Figure C-2. Platoon Communications Overview

C.2 Vehicle Data Acquisition Hardware
C.2.1 Subject Vehicle

The subject vehicle is the heavily instrumented heart of the platoon. This vehicle, driven by test
subjects, recorded engineering and video data on driver performance and allowed the
experimenter to control the actions of the data acquisition systems in the lead and follow vehicles.
In addition to subject and experimenter, the subject vehicle also carried a safety observer who
ensured that the vehicle was operated safely and assisted the experimenter with materials and
subject interaction.

Figure C-3 shows a simplified view of the equipment used in the subject vehicle. There are four
general locations in the vehicle where equipment was installed: the driver’s station, safety
observer’s station (front passenger seat), the experimenter’s station (in the back seat), and the
trunk for equipment that was not a part of the system interface. Equipment installed in the vehicle
included computer equipment, audio/video equipment, intelligent sensors, basic sensors, support
equipment, and test devices.
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Figure C-3. Data Acquisition System Overview Diagram

Computer equipment installed in the subject vehicle included computers, data acquisition devices,
and communication and interface devices. Most of this equipment was installed in the vehicle’s
trunk (see Figure C-4). The core of the DAQ system was a Super Micro SuperServer 6040G, an
industrial 4U rack mountable server with dual 1.06 GHz Pentium 4 processors. This computer
also was equipped with MPEG encoding cards. In addition, this computer contained a National
Instruments PCI-6025E multi-function DAQ card that was used to interface with a National
Instruments SCXI chassis. The chassis contained a number of modules that allowed for digital
and analog input and output for data channels such as speed sensors, position sensors, and
indicator LEDs. These modules included isolation amplifiers, frequency counters, and
input/output modules. This computer also contained a 16-port serial communication card from
Comtrol, which allowed for connection to a 16-port Comtrol Rocket Port serial hub though which
all of the serial devices sent and received data from the DAQ computer.
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Figure C-4. Subject Vehicle Trunk Mounted Equipment

A standard network card connected the DAQ computer to a Lucent Technologies Orinoco
AP-500 access point. This device acted as both the IEEE 802.11b radio and as a router for the
WLAN system. The confederate vehicle computers were connected to the network via Lucent
Technologies Orinoco Gold PCMCIA WLAN cards.

The trunk also contained the desktop computer portion of the Iscan ETL-500 eye tracking system.
This computer did not need network access and was connected to the DAQ computer as an
intelligent sensor through the serial port hub. Both the Iscan computer and the DAQ computer
were connected to a Tripplite KVM switch, which allowed both to be controlled from a single set
of keyboard, mouse, and 15 LCD monitor.

The Audio/Video (A/V) System comprised a large portion of the overall DAQ instrumentation.
Much of the A/V equipment was mounted at the Experimenter’s Station as shown in Figure C-7.
In all, the vehicle contained four cameras for forward, rearward, right, and left lane scenes,
grouped as external scenes and combined onto one video image by a Sensormatic B + W Digital
Quad Processor. The exterior video channel, Figure C-5, shows the confederate vehicles as well
as lane lines on both sides of the car. An additional four cameras were used to record the drivers
face, the steering wheel, and center console areas. These are grouped together as the interior
scene into one image with a Sensormatic Color Digital Quad Processor. A combination of B+W
and color C-mount bullet cameras were used. All were high-resolution CCD cameras with auto
gain control.

Pertinent vehicle data was overlaid on the video image in real time by Horita SCT-50 serial
titlers. This not only provided information to a video reviewer but also to the experimenter during
system operation. Data displayed on the exterior video channel included Frame Number, Range,
and Range Rate at the top with Trial Number, Lane Position, Wheel Speed, and Longitudinal
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Acceleration. The exterior video channel displayed frame and trial numbers, steering wheel and
accelerator position, brake pedal force and roadway curvature. The interior video channel also
included an SMPTE time code applied by a Horita TG-50 time code generator/inserter to aid in
any manual data reduction from the video recordings.

These videos with their overlaid data were then displayed to the experimenter on two Sharp
Electronics LC-10A2U 10” LCD TVs.

Figure C-5. Subject Vehicle Exterior Video Channel
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Figure C-6. Subject Vehicle Interior Video Channel

This allowed the experimenter to easily monitor critical data channels as well as camera aim and
performance. The video channels were then sent to the Vitec Multimedia MPEG Profiler MPEG
encoding cards in the DAQ computer. These cards encoded audio and video into MPEG 2.0
format with DVD standard settings, which was then stored on removable hard disks in the
computer until the data could be archived.
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Figure C-7. Subject Vehicle Experimenter Station

Due to a limitation in the number of cameras that could be used, a number of IR LEDs were
placed in the interior camera views to convey desired information without the use of a camera.
One of these groups of LEDs indicated whether the subject was pressing the gas or brake pedals
or if the safety observer was braking the vehicle with the auxiliary brake. A second group of
LEDs, also in the interior view, was used to indicate whether a lead or follow car lane-bust was
occurring. Thus a video reviewer would know, even without seeing the exterior scene, when one
of these OED events was taking place. Two individual LEDs were placed in the cabin so that one
would show up in both interior and exterior video scenes. These individual LEDs were activated
by the DAQ computer to mark the start of testing, thus giving a redundant way of synchronizing
the video with engineering data files.

The subject vehicle audio system had a number of components. To collect general audio, a
boundary microphone was placed on the ceiling near the front of the vehicle cabin. The
experimenter also wore a second microphone. These two inputs were combined, filtered, and
amplified by a Beringer MX-602A Eurorack mixing console before being input to the MPEG
encoding hardware. In addition, since all task requests were presented using MP3 digital format
prerecorded instructions, the experimenter had a Creative Labs Nomad Ilc digital music player
connected to standard amplified stereo computer speakers placed behind the driver’s seat.
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Figure C-8. Subject Vehicle Driver's Station

Intelligent sensors comprised an important part of the overall DAQ system. Lane position and
environment variables were gathered by an Assistware SafeTRAC Drowsy Driver Warning
system. While this device usually is installed in commercial vehicles and alerts drivers of unsafe
operation via a small display and auditory tones, it also has data collection capability. The video
image processing device tracks lane lines by their contrast with surrounding pavement and can be
made to output a number of channels of data with regard to lateral vehicle control. These data
channels were transmitted via serial port to the DAQ computer and logged in the engineering data
stream at a rate of 10 Hz.

Positional information was also obtained and logged from a DGPSMAX unit from CSI Wireless.
This device recorded a number of types of GPS information after applying differential corrections
from the Coast Guard’s L-band or the FAA’s Wide Area Augmentation System. This information
was then transmitted at 5 Hz via a serial port to the DAQ computer to be logged to its own data
file along with the DGPS information from the lead vehicle.

With no viable commercially available range finding system to determine the range to the lead
vehicle, a solution was developed in-house for this purpose. The CAMP range sensor combined a
number of elements to utilize off-the-shelf parts for accurate range finding. The heart of the
system was a Jaguar ACC1 module for a British model 2001 Jaguar XKR. With the aid of the
developers and manufacturer, the unit was re-programmed to output a number of range related
variables. Since the ACC1 was made to work with an automotive CAN network, a network
simulator was needed that could control the sensor. Smart Engineering Tool’s Netway 4.0 is a
multi-protocol network emulator with a proprietary programming environment. The device is
stand-alone and was programmed to start the radar and begin transmitting and receiving data on
power up. Radar messages were transmitted on the CAN bus while data to and from the DAQ
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system utilized the built in RS-485 protocol. A serial converter was then used to drop line-levels
to RS-232 levels and the messages were then transmitted to and from the DAQ via the serial hub.
The entire system provided a relatively low cost solution to the commercially available products
while yielding the same longitudinal data.

A Nitestar Distance Measuring Instrument (DMI) was installed at the Safety Observer’s station
for three main purposes. First, the data collection side of this device allowed for a redundant
measure of speed and distance traveled. Second, this device allowed the Safety Observer to mark
events or trigger events based on speed or distance traveled. Finally, with serial communication
and the DMI number pad, the device was also used as a data-entry channel for the Safety
Observer to be prompted for numbers that, when entered, would become a part of the engineering
data stream. For example, one of the tasks performed by the Safety Observer was to ask the test
participant a question about workload during the last task performed and enter this data into the
engineering data via the DMI. The DMI and Safety Observer marker buttons are shown in
Figure C-9.

Figure C-9. Safety Observer's Clipboard with Event Markers and DMI

A number of basic sensors were also installed in the subject vehicle to record driver control
inputs. Accelerator and brake pedals used micro switches for on/off determination to drive the IR
LEDs detailed in the Audio/Video section. Percent of travel of the accelerator pedal and both the
driver’s and safety observer’s brake pedals contained transducers to measure pressure applied to
the pedal. In addition, a pressure transducer was added to the brake line near the master cylinder
to collect brake-line pressure information. Steering wheel position was recorded with a Computer
Optical Products CP-85012AN360 12-bit analog optical encoder. This encoder output an analog
voltage representing the position of the steering wheel, which was transmitted to one of the SCXI
modules.
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A number of basic sensors were used to record vehicle motion data. An SCXI frequency counter
connected to the OEM transmission sensor obtained vehicle speed. Vehicle acceleration and yaw
data were collected using a Crossbow DMU-6. This sensor pack contains an accelerometer and a
gyroscope that yield an analog signal for each axis of acceleration and rotation.

Multiple vehicle switches including cruise control activation, turn signal, and headlamp status
were recorded as analog voltages. The driver’s horn was disabled so that the horn switch could be
used as a driver response button during the study. An auxiliary horn button was added at the
Safety Observer’s station to replace the one disabled at the steering wheel. In addition, there were
three switch inputs at the driver station that could be connected to finger or foot switches to allow
the subject to respond to stimuli.

A lapel microphone connected to an amplification circuit provided another mode of subject
response. By calibration of this analog voltage, the system could treat a vocal response from the
driver just like a physical switch for subject responses.

Support equipment was also required in the subject vehicle for electrical power, cooling, and
braking. The vehicle’s stock alternator was upgraded to a 130A OEM high output model to
charge a two-battery system. The vehicle’s stock battery was replaced with an Optima 1000CCA
gel cell battery. A second, auxiliary, Optima 1000CCA battery was installed in the trunk. A Perko
battery disconnect switch provided isolation of the auxiliary battery from the vehicle system to
prevent the DAQ system from draining the main battery. An Excel Tech XPK116 1100W true
sine wave inverter was connected to the auxiliary battery to provide 120V AC for the electrical
devices in the car.

With the computers and much of the support equipment mounted in the trunk, auxiliary cooling
was needed to prevent temperatures from rising too high and causing damage to the electronics
during summer testing. A Manex MX-3 auxiliary AC unit was installed for trunk cooling (see
Figure C-10). This unit was connected to the OEM AC compressor and was manually controlled
by the experimenter to maintain trunk temperature at suitable levels via separate controls
mounted at the Experimenter’s Station. The spare tire and jack for this vehicle were moved to the
lead vehicle trunk to make space for the auxiliary AC unit.
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Figure C-10. Auxiliary Air Conditioner Unit

The primary job of the Safety Observer was to ensure that the vehicle was operated in a safe
manner, warn the test participant, and take control if needed. To aid this function, a Stromberg
Hydraulic Instructor’s Dual Control Brake was installed at the Safety Observer’s station. The unit
consisted of a pedal attached to a hydraulic master cylinder, brake line, and a slave cylinder
connected to the driver’s side brake pedal. Thus, in the event of an unsafe closing rate, the Safety
Observer could remotely depress the driver’s side brake pedal and actuate the vehicle brakes. The

Safety Observer’s brake is shown in Figure C-11.
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Figure C-11. Safety Observer's Auxiliary Brake System

A number of electronic devices and other components were also installed in the subject vehicle.
While not used to record data, these items were used by the test participants during execution of
the in-vehicle tasks examined in this study. The center-console cup holder was used to hold coins,
a cassette tape, a marker, and a cellular phone.

The cellular phone used was a Samsung SPH-A460 PCS tri-band model. Cellular phone service
was purchased from Sprint. In the instrumented subject vehicle, the cellular phone was used in
conjunction with a hands-free device, a Brookstone Hands-Free Headrest Car Cell Phone System,
shown in Figure C-12. The Brookstone unit plugs into the external headset jack on the cellular
phone. The unit mounts to the driver’s headrest and has a speaker on the left and boom
microphone on the right. This allowed the driver to press two buttons on the phone to start a call
and use voice commands to complete the call. To ensure cellular signal strength and improve
voice recognition in areas with low-cellular signal strength, an amplifier was installed. The Cell
Antenna Corp.’s PowerMAX DA4000 analog and digital cellular signal amplifier was installed
with a CA55M car mount cellular antenna.

Any paper materials required for a task were placed on the center console for the driver to pick
up. The overhead sun visor held a CD wallet, shown in Figure C-13, containing seven different
colored CDs.
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Figure C-13. Interior Roof of Instrumented Subject Car
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The remaining test devices were installed in or near a heavily modified center stack. The original
center-stack components, which came from the manufacturer, were moved to the Experimenter’s
Station. The radio and multi-function display, which contained the OEM navigation system,
HVAC, radio, and CD changer controls were relocated to the Experimenter’s Station as shown in
Figure C-14. Then, three 2-DIN mounting racks were installed in the center stack at low, middle,
and high dash heights. Each unit was provided with DC power, wiring to a pair of auxiliary door-
mounted speakers, and a signal amplifier connected to the OEM radio antenna. These racks
allowed for the installation of many types of standard automotive accessories in any of the three
locations.

Devices that were installed in the center stack included a Legacy AM/FM cassette radio near the
console height, a Panasonic AM/FM CD radio in the middle location, and a three rotary knob
HVAC controller in the top position. A flexible, gooseneck-mounting arm was used to position
the display of a Visteon NavMate navigation system, near the HVAC controller at the high dash
location.

P—
C.2.2 Lead Vehicle
The lead vehicle (see Figure C-15) was one of two lightly instrumented confederates to the
subject vehicle. The basic requirements for this car were that it be able to receive signals to direct
the driver to perform the deceleration maneuver and that it collect DGPS data on its position for

relative comparison with the subject vehicle. The equipment required to perform these tasks
consisted of a computer, interfaces, sensors, vehicle components, and support equipment.

Figure C-14. Relocated Center Stack Components
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Figure C-15. Rear View of Lead Vehicle

The lead vehicle required much less computing and data acquisition power than the subject
vehicle. The data acquisition system for the lead vehicle consisted mainly of a laptop and custom
LabVIEW code used in conjunction with a few external components. The laptop was an IBM 233
MHz Pentium II ThinkPad running the Windows 98" operating system. This machine was
networked with the subject vehicle computers via a wireless LAN with an Orinoco PC Gold
PCMCIA card and a roof mounted high-gain antenna. The laptop serial port was used to connect
a Dataq Instruments analog to serial converter to the computer. This allowed the data acquisition
software to read the steering position from a Celesco Cable Extension Position Transducer over
the serial port without a more costly analog data acquisition card. The external video port was
connected to a TView Micro scan converter to change the VGA video to NTSC format. This
allowed for the use of an inexpensive 6.8” LCD TV panel, mounted on top of the dashboard, to
present various types of information to the driver of the car. Due to the short operating time of
laptop batteries, a 150-Watt 12V AC inverter was installed in the vehicle to provide AC power to
the laptop.
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Figure C-16. Lead Vehicle Cockpit View

The lead vehicle had two custom made interfaces to communicate with the driver and vehicle
signals. The first interface was connected to the laptop’s parallel port and presented signals to the
driver. Whenever the laptop sent an instruction to the driver, this interface sounded an audible
tone to signal the driver to examine either this interface or the video screen. To signal a lane bust
maneuver', there were two red LEDs that the laptop could illuminate. Upon hearing the tone and
seeing one of these LEDs, the driver would begin the maneuver and press one of two
acknowledgement buttons on the interface to signal its start. In this way, the computer could
signal the driver and get a response to indicate the start of the maneuver.

This interface also housed a switch that the driver used to cutout the rear turn signals. This switch
was required to prevent the subject car driver from seeing turn signals flashing, thus keying them
into a lane-bust maneuver, while still warning other drivers that the car was going to change
lanes. The status of this switch was also returned to the laptop so that information on the status of
the back turn signals of this vehicle could be sent to the subject vehicle and logged. This box also
tapped into the factory brake pedal switch to signal the computer when the brake was depressed at
the start of a lead-vehicle deceleration event. Circuitry in this interface used signals from the
laptop computer to illuminate either the back right or left turn signals or an auxiliary CHMSL,
which was added to the vehicle for OED events.

! Subsequent to the development of the lead vehicle hardware, a decision was made not to include the lane-
bust maneuver in testing. This hardware functionality is described here for completeness.
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A second interface was built for this vehicle to allow the driver to disable the vehicle brake lights.
During a deceleration event, brake lights were disabled because cruise control was deactivated by
tapping the brake pedal to start the deceleration event. The state of this switch was also recorded
by the laptop computer and sent to the subject vehicle to be logged.

The only complex sensor in the lead vehicle was the DGPS MAX from CSI Wireless. This device
was used to collect DGPS data on the lead vehicle position, which was output via a serial port to
the laptop at 5 Hz. and then sent on to the subject vehicle by WLAN to be logged. Since the
laptop’s only serial port was in use by the steering data channel, a GoldX serial to USB converter
was used to connect the GPS serial port to the laptop’s USB port.

The lead vehicle also carried a spare tire for the subject vehicle because that vehicle's tire well
was used to house the auxiliary air conditioner. The lead vehicle was also equipped with a fire
extinguisher, first aid kit, and a cooler for refreshments for the test participants.

C.2.3 Follow Vehicle

For the most part, the follow vehicle was very similar to the lead vehicle. The few differences
were related to the role the car played in the platoon. The follow vehicle was not equipped with
the GPS unit used by the other two vehicles, therefore, no serial to USB converter was required.
Since the deceleration event was only used for the lead vehicle, this car did not require the
external LCD monitor or the brake light cutout circuitry.

The other main differences in the instrumentation of the follow vehicle were in the primary
interface box. Rather than controlling lights on the rear of the vehicle, a box controlled the front
turn signals and an auxiliary light placed in the center of the front bumper was a counterpart to
the lead vehicle’s auxiliary CHMSL. Similarly the turn-signal cutout switch deactivated only the
front turn signals in this vehicle. This interface contained double the LEDs and more
acknowledgement buttons than found in the lead vehicle interface. All messages from the subject
vehicle were sent to the follow vehicle and then forwarded to the lead vehicle, if that was their
intended destination. This feature allowed the follow vehicle driver to postpone maneuvers if
overtaking traffic made it infeasible to execute them. Two of the four LED and switch
combinations were used to instruct the driver to perform a lane-bust maneuver. The other two
LEDs were used to indicate the lead car should act, given favorable traffic, the driver could press
the third button and the request would be sent to the lead vehicle.

The follow vehicle also carried a toolbox and supplies for field repairs and an Agilent automatic
external defibrillator, which all staff were certified to use. A rotating, yellow safety beacon was
also placed on the rear of the car to warn other traffic to stay clear of the platoon.

C.3 Subject Vehicle Data Acquisition Software

The subject vehicle was the command and control center for the platoon of test vehicles.
Therefore, the data acquisition software package had to do more than simply log data. In an effort
to make the software as easy to use as possible, a number of features, such as user interface,
configuration driven automatic functions, and self-monitoring functions were programmed into
the package. These features allowed the user to easily monitor the health of the system and
control the flow of the experiment with only a few indicators and button clicks.

Initial screen is shown as Figure C-17. This screen required each field to be completed with the
appropriate information before the software would start operations. The information was then
used in naming data files and included as a part of the header information in all data files.
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Figure C-17. Initial Screen (Subject Vehicle DAQ Software)

When an experimenter logs into the DAQ software, the Main Interface screen displays
(Figure C-19). Located along the bottom are buttons to access the Header Information and
Channel Selection screens. Accessing these screens, the experimenter can see the information, but
is prevented from changing anything.
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Figure C-18. Service Mode Main Panel Screen (Subject Vehicle DAQ Software)

Starting in the upper-left of the Main Interface Screen (Figure C-19), the two rectangular
indicator lights can be seen. These are normally green but are changed to red by the system to
indicate either a loss of network connectivity or an out-of-range condition with a data channel.
Below these are four indicators, two of which represent the On/Off status of the in-vehicle PDT
lights® while the other two represent the Left and Right Driver Response Switches. Two
indicators below the PDT box represent the third driver response switch and the horn button, both
of which could be used for driver responses. The Manual/Automatic Mode toggle changes
operating modes between the scenario file driven automatic execution and the manually set
execution of tasks and events in the software. A toggle was provided to activate and de-activate
the use of the Workload Question feature. The Set Previous Scenario button was used in case of a
failed or interrupted task to reset the Automation’s position in the scenario file to the previous
line so that the task could be easily repeated.

2 The in-vehicle PDT lights were not used during the DWM study.
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Figure C-19. Main Interface Screen (Subject Vehicle DAQ Software)

Soft keys at the top center of the display are tied to the keyboard function keys and can be clicked
with the mouse or activated via the keyboard. The soft keys are used by the experimenter to
indicate various conditions during tasks or to flag problems with the tasks. Below these are dials
used to set and indicate the Task Number, Replication, and OED condition. In Automatic Mode,
these are set by the computer and triggered by the experimenter. In Manual Mode, the
experimenter could do both. The Lane Change Request box has four indicators representing the
four possible requested Lane Change directions and lights when a request was made and
extinguished once the maneuver was executed. Similarly, the Lead/Follow Light Event box
indicated which of three possible lights in either of the confederate vehicles were being activated.
Lead Braking Event is the last OED indicator and lights when a lead vehicle deceleration event
was requested and extinguished when the subject had responded. The Current Scenario Line
Number box provided the experimenter with the current location in the scenario to track progress
within a block of testing. The Comment Text Box provides a place for the experimenter to type in
information about a task performance or about a particular problem that occurred during the task.
These text comments were entered into a log file along with the internal variables the DAQ
system generated during operations.

The Vocal Response Encoding box (upper right) is a pull-down menu that allows the
experimenter to enter a response given by the driver from among a list of predefined responses. In
practice, however, the Vocal Response Encoding feature was used to expand the number of tasks
that could be processed by the DAQ system. This capability was needed during test track testing
when the number of tasks studied was increased beyond the number initially planned during
equipment development. Vocal responses by the test participant were not used in this study.

The Workload Question box indicators show which questions the system had been programmed
to ask for the current task as well as the response to the question.
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The Start/Stop toggle activated the recording of engineering and video data, allowing the system
to be paused without shutting down the system. The Exit button stopped the recording and shut
down the DAQ software.

On the initial screen (Figure C-17) the Service Mode button, brings up a password dialog box
followed by a number of configuration tools for setting up the software functions.

The first of these options is Header Information shown in the Service Mode Main Panel
Figure C-20. Here the labels that are assigned to all the codes generated by the software can be
set. This allows for entering names for task numbers, OED conditions, completion code
meanings, and labels for a number of data channels such as PDT lights and vehicle signals. This
screen also allows the administrator to add, remove, or change the formulas and constants used to
calculate real time data channels such as steering position and rate. The scenario table can be
edited directly from this screen or edited off-line using a basic text editor. This table contains the
information the DAQ software needs to run an experiment by pre-selecting task numbers, OED
conditions and , replication values as well as timing and duration variables. Using configuration
files to set these variable reduces experimenter error because all that must be done is to trigger the
start of events and OEDs. The same holds true for the workload question table, a configuration
file that will cause the system to prompt the Safety Observer with a specific question number
after a task and then wait for the driver’s response to be input.
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Figure C-20. Header Information Screen (Subject Vehicle DAQ Software)

The Signal Fault Interface, shown in Figure C-21, provides the experimenter with a way to
monitor the system state and data channels. The Numeric Inputs section provides a scrolling list
of all serial and analog data channels and their current values. The buttons next to each channel
are indicators, which will turn red if the values leave a pre-defined range, and therefore, are
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indicating a problem with that data channel. In this example, changes were made to two channels
to cause such a fault when the brake pedal was depressed and these channels indicators have
changed from green to red. An out-of-range condition will also trip the System Fault Status Light
on the main interface as well as an LED indicator on the Experimenter’s Station so that the
experimenter can be made aware of a problem quickly and without having to look directly at the
User Interface Screen.

Main Irterface  Signal Fault Interface

N Numeric Inputs Digital Qutputs

- 2 Ascel_X 4.8 [f/s2 | 1 Test_Start_LED
2 Accel Y| -84 |[Rés2 2 POT_Light_Left
4 Accel 7 -283 2 ||ftis"2 3 PDT_Light_Right
4 Roll_Rate_x -105 ||degls 4 Condition_Trigaer
6 Pitch_Rate_Y -13.0||deg’s 5 Lane_Change_LED_1
7 Yaw_Rate_Z/ <136 ||deg/s B Lane_Change_LED_2
g Steering_Pos_Sensor 0.4 ||deg 7 Lane_Change_LED_3
q Brake_Line_Press -a74.9 ||psi 8 Lane_Change_LED_4
10 Brake_Pedal_Pos 50 ||volts 9 Systemn_Fault LED
11 Brake_Fedal_Press 2404 ||lbs 10 TCP_Fault_LED
12 Aux_Brake_Pedal_Press -21.4|lIbs
13 Gas_Pedal_Pos 05||%
14 Cruise_Contral_Sensor! 11.3 |lvolts
15 Vocal_Response_Pickup 00 |lvalts
16 Ack_Switch 0.0 |valts
17 R_PDT_Switch 00|volts
18 L_PDT_Switch 0.0volts
19 Horn_Button 0.0|volts
20 POR_H_HM 0.0|pixel

| |21 POR_W_Hn 0.0||pixel

=
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1 Gear_F| [on ] Step Name
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3 Mot_Gear_D m Step Number 00000:00:00.00 Alert_Status Alarm _.I
¢ IR UL m L 00000:00:00.00 Boundary_Tvpe Mo Alarm
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Figure C-21. Signal Fault Interface Screen (Subject Vehicle DAQ Software)

The Digital Inputs section is another scrolling list that allows the experimenter to monitor the
on/off state of vehicle signal channels and Safety Observer Marker buttons. This list functions in
the same way as the Numeric Inputs list except different colors are used for the indicators since
they are on/off and not fault indicators.

The Digital Outputs section presents a similar list of output channel status. This list allows the
experimenter to see the state of PDT LEDs as well as the IR LEDs that act as indicators of
activity in the video record. Other features of this interface allow for monitoring of data internal
to the DAQ system. For instance, the Step Name and Number windows allow the experimenter to
see where in the sequence of tasks the current test is at in the execution of the experimental
configuration.
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The Set Steering Zero button allows the calculated Steering Position channel to be zeroed when
the steering wheel is in the center position. With this real-time channel, a 0 to 360 degree steering
position is calculated from the lock-to-lock value obtained from the position sensor. Two
windows are provided to monitor the size of the two video files being encoded. With these
windows, the size of video can be monitored to ensure that the videos are both being encoded
correctly and that after extended testing, the files are not getting too large to be handled by the
equipment.

The last feature is the scrolling text window. This window prints the text of system steps,
warnings, data channel errors, and input commands on the screen as they are written to the event
log file. This information can help the experimenter determine that the system is functioning
correctly or to diagnose the exact nature of a data channel problem.

The Service Mode Main Panel (Figure C-18) allows access to the account manager, which allows
user permissions to be set, much like a standard Windows user. In this way, experimenters can be
granted privileges to change some settings while protecting others, perhaps turning off a problem
channel but not changing header information or real time channel formulas.

The last screen in the Service Mode is the Channel Selection screen (Figure C-22). This screen
lists all the DAQ’s data channels as well as their descriptions. If a particular channel has failed or
is causing problems with the system, it can be turned off without affecting system operation or
other data channels. This feature also requires no hardware changes and allows for continuation
of data collection activities even with hardware failures.

CAMP
In-Vehicle Data Logger
Channel Name OffOn Channel Description
= 1 ‘Wheel_Speed — Wheel Speed
|| i Accel_X =" Accel X
3 Avcel Y Sk Accel Y
4 Accel 7 == Aecel 7
5 Roll_Rate_x == Roll_Rate_x
5 Pitch_Rate_Y — Pitch_Rate_Y
7 Yaw_Rate_Z7 == Yaw_Rate_7
g Steering_Pos_Sensor =Y Steering Pos Sensor
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Figure C-22. Channel Selection Screen (Subject Vehicle DAQ Software)

C-23



Appendix D. Laboratory Hardware and
Software

D.1 Laboratory Hardware
D.1.1 Laboratory Requirement Overview

The Driver Workload Laboratory was designed to meet a number of testing requirements with
direct and indirect effects on the actual testing hardware. In general, the laboratory had to
accommodate multiple types of testing for up to four test participants comfortably at one time.
Participants would often be at different points in the testing/training schedule so these activities
had to be separate and not interfere with other participant’s activities. To this end, the laboratory
was constructed with two sections—one section with room for meals, breaks, and individual
differences testing (labeled Training Room in Figure D-1) and the other section for vehicle
oriented testing.

The vehicle oriented testing required four cubicles (labeled Lab 1 through 4 in Figure D-1), which
were separated by sound suppressing materials. Each cubicle contained a driving buck, which
was constructed to be similar to the instrumented car to aid in transfer of learning when
participants transitioned to the vehicles for testing. In addition to the driving buck, the cubes
contained an experimenter station where the experimenter would control the training and testing
activities. The laboratory also needed to have data and video recording and archiving capability to
allow for the transfer of the collected data to the main office.
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Lab 3 Lab 2 Lab 1 . /|
j{/li ‘
a - Maintance Room
o
-8
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\ : :
Ul Lab 4 Training Room
Engﬂ [71 Sy
- 25.500 - SCALE
Jj.ooo[ |
Lab Facility Arrangement
CAMP / DWM

Figure D-1. Overall CAMP DWM Laboratory Layout
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D.1.2 Overall Laboratory Equipment

The laboratory contained eleven computers, which needed to be connected to each other through
a local wired network and to the main office via a wireless network. A network hub and two
IEEE 802.11b WLAN radios allowed the data archivist to transfer data from testing computers to
the archiving machine in the laboratory and to transfer the data to other machines in the main
office for archiving. The archiving machine in the laboratory was a P4 desktop computer with a
high-capacity hard-disk drive and a Pioneer DVD burner.

The laboratory also had audio-video recording capability in all the testing cubicles. Audio and
video feeds from each testing cubicle were encoded on one computer with a specialized encoding
card. An auxiliary feed from a Horita Time Code Generator overlaid an SMTP time code on one
of the videos as well. To encode the four audio and video streams, a P4 desktop computer with a
high-capacity hard disk drive was equipped with a GeoVision GV-800-4 digital video recording
DVR card. The station is shown in Figure D-2.

Figure D-2. Laboratory Audio Visual Recording Station

The DVR card had input for four audio and video streams, which were encoded at
120 frames/sec, NTSC format with wavelet and MPEG-4 compression codes. This produced four
sets of DVD format video with audio at the NTSC video standard 30 fps. This large quantity of
video was then transferred each night to the archiving equipment to be burned onto DVD media
the next day.
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D.1.3 Testing Cube Equipment
D.1.3.1 Test Buck

The main components of the laboratory were the individual testing cubicles. These cubicles were
separated by sound deadening curtains and contained a test buck, an experimenter’s station, and
audio-video equipment. The overall layout of the cubicle had the participant seated in the car-like
test buck in front of a large projection screen with the experimenter seated at a desk behind the
participant, as shown in the diagrammatic view from the right-hand side of a cubicle in
Figure D-3.
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Figure D-3. Right-Side View of Test Buck and Experimenter Station

The test buck, labeled Participant Seating Station, was designed to mimic the relative locations
between seating, vehicle controls, and the test devices that a participant would encounter in the
test vehicles, as shown in Figure D-4. The test buck was constructed of plywood and provided a
deck for an automotive 6-way power adjustable seat and the Act Labs Force-RS game controller
wheel and pedals. The enclosure at the front of the test buck provided a mounting point for the
Act Labs Force-RS game controller steering wheel and a deck for placement of visual stimuli
presentation equipment as well as a base for the attachment of a sun-visor mounting arm.
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Figure D-4. Diagram of Participant Eye Point Positioning

To the right of the participant’s seat is a console dimensioned to mimic the center console of the
test vehicle. This console provides an armrest, cup holder, and mounting point for the center-
stack tower, which holds the task devices. This arrangement allowed a participant to be trained
and tested on a number of tasks in a physical layout very similar to the one in the test vehicles.

All of the devices and materials that a participant would be asked to use in the vehicles were
present in nearly the same relative locations in the test buck. Coins and a Samsung SPH-A460
cellular phone with Sprint PCS service were placed in the cup holder of the center console. Paper
maps, printed addresses, and the reading materials were placed on the center console by the
experimenter when required. The center stack, mounted at the front of the center console, was
constructed as a tower with three 2 DIN sized bays to allow for mounting of typical automotive
devices as shown in Figure D-5. For this study, the tower contained a Legacy AM/FM cassette
radio, a Panasonic AM/FM radio with CD player, and a typical three rotary-knob style HVAC
controller. The center stack also contained the DVD-ROM unit for the Visteon Navigation unit,
the display of which was mounted on a flexible gooseneck at the right side of the center stack. A
mounting frame was constructed over the steering wheel to hold a replica of a sun visor on which
was mounted a CD holder containing several different colored CDs.

Although the radios in the center stack were powered, the audio output was not connected. DC
power was provided to these units by a 12V, 3A DC power supply. The automotive seat and the
navigation unit were powered by a 12V, 25A Tripplite DC power supply.
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4

Figure D-5. Lab Test Buck Center Console and Center Stack

D.1.3.2 Experimenter’s Station

To the rear of the test buck was the Experimenter’s Station, shown in Figure D-6. This location
gave the experimenter access to the participant and devices as needed and minimized the amount
that the experimenter’s activities might interfere with the participant’s task performances. The
base of the station is a standard, wheeled-computer cart to allow for changing its location in the
event that a participant adjusts the power seat to one of its extremes.

Figure D-6. Experimenter’s Station and Driving Buck
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The Experimenter’s Station contained the electronics and computer hardware needed to execute
the testing; a detailed diagram of this hardware is shown in Figure D-7. The first of these
components was a basic P3 desktop computer. This computer utilized a Measurement Computing
PCI-CTROS counter timer board with 8 digital inputs and 8 digital outputs connected to a custom
designed and built interface. These computers were also equipped with an Appian Hurricane dual
output high-resolution video card. One of these outputs was connected to a 15-inch Cornea LCD
monitor for the experimenter and the other to a Focus Enhancements TView Micro VGA-NTSC
scan converter. The primary purpose of this computer was to execute the various surrogate
software applications developed by CAMP DWM for participant testing. The software used in
this study included programs for an Occlusion Surrogate, a Sternberg Memory Task, Static Task
Measurement, and a Peripheral Detection Task. The software is detailed later in this appendix.
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Figure D-7. Diagrammatic Representation of Test Cube Data Acquisition System

A second computer was also located at the Experimenter’s Station. This computer was a Dell
Inspirion 8100 laptop with UXGA display, NVIDIA graphics card, a Pentium4, 1.2 Ghz
processor, and 512 MB of memory. This allowed for high-resolution display to be available both
on the laptop monitor and on the external video output, which was connected to an LCD
projector. The LCD projector was an Eiki LC-XM4 1100 Lumen True XGA LCD projector
suspended from the ceiling on an adjustable mount and projecting to a standard hanging screen.
The laptop also contained a Measurement Computing DIO-48, digital input/output PCMCIA card
that connected to the same custom designed and built interface as the desktop machine.

The primary use of this machine was to execute System Technology’s STISIM Drive, a low-cost
custom-configurable driving simulator with flexible data input and output capability. The LCD
projector displayed the simulator’s driving scene on the screen hanging in front of the test buck
and the driver inputs were obtained through the Act Labs Force-RS wheel and pedal set. The
resultant participant forward scene while driving the simulator is shown in Figure D-8.
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Figure D-8. STISIM Forward Scene

The Experimenter’s Station also contained a custom-built data acquisition interface box, shown in
Figure D-6, developed by CAMP DWM for two primary functions. The first of these functions
allowed for transmission of data between the two computers mentioned above via their parallel
ports and the digital I/O cards. The second function was to use the same inputs and outputs to
control various pieces of hardware, thus allowing for greater reuse of software code and ease of
use between different surrogate tests. All an experimenter was required to do to run a particular
surrogate test was to set two switches and start the required software. This was accomplished with
a number of device drivers that used the same signals to perform different tasks. One of these
tasks was to control the opening and closing of the Translucent Technologies Plato Goggles for
the Occlusion surrogate. The same signal output from the desktop computer also triggered the
on/off timing of an NVG Inc. EPM660-5 laser module that showed a red dot in the periphery of
the driving scene for the peripheral detection task. Another set of drivers used the signal from the
desktop computer to activate a 5.7-inch color LCD TV that displayed images for the Sternberg
Memory Task surrogate. The data acquisition box also made the participant’s responses via finger
or steering wheel buttons available to both computers.

D.1.3.3 Audio-Video System

Each testing cubicle also contained audio and video equipment for recording the participant’s
activities during testing and training. A Pro Video CVC-120R black and white CCD bullet
camera with 12MM narrow field of view lens that was used to collect video of the participant’s
face. The video from this camera was sent to the video-encoding computer for recording. This
camera view was also available to the experimenter on the small LCD used for surrogate
presentations through a video switch, enabling the proper aiming of the camera for each
participant.
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The audio system for a testing cubicle was set up with a number of objectives. Providing audio to
the recording computer to accompany video was the first objective. Other concerns were to allow
the participant and experimenter to communicate without interference from other cubicles. A part
of this participant/experimenter communication was the playing of MP3 task requests, which
were also incorporated into the audio. One of the tasks that participants were asked to perform
was to use a cellular phone with a hands-free headset, so the phone audio and microphone had to
be part of the audio system. To meet all these demands, a Behringer Eurorack MX-602A six
channel, two bus, audio mixing console was employed as the base of the audio system.

Experimenter and participant alike wore headphones with microphones on a boom arm. The
experimenter’s microphone was fed into the mixing console and combined with all other inputs
for recording. The participant’s microphone was handled in the same way with one exception; the
audio signal also was fed directly into the cellular phone’s microphone input. The last audio input
to the system was the task requests; these were in MP3 format and were presented to the
participant using a Nomad Ilc digital MP3 player. In Figure D-6, the headphones and MP3 player
can be seen on the Experimenter’s Station and the Mixing Console can be seen on the shelf below
them.

D.1.4 Individual Differences Equipment

The laboratory provided for two distinct types of individual differences testing utilizing both the
testing cubes and a separate room. Due to the audio system, the testing cubicles were used for the
Baddely tests where the Experimenter would read numbers to a participant for them to repeat
back. Other pencil and paper type tests were conducted at a large table in the separate training
room, thus eliminating distraction due to other individuals.

The training room also housed two P3 desktop computers with 15-inch high-resolution LCD
monitors for the presentation of computer-based testing. These computers with their monitors and
speakers were used to perform the Patsys and UFOV visual-based tests.

D.1.5 Test Track Laboratory Setup

The set up at the test track was different than in the laboratory due to the layout of the available
space. One area had to function as all portions of the laboratory as originally constructed and also
had to provide room for test vehicle storage and a workshop for maintenance and repair of all
equipment. The general layout of the test track laboratory is shown in Figure D-9.
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Figure D-9. Overall Test Track Facility Layout

A portion of the laboratory was packed up and moved to a facility at the test track. This included
two testing cubicles, individual differences equipment, and data archiving computers. While no
surrogates were needed at the test track, the entire cubicles were taken as they were designed to
be semi-portable as two modules—Test Buck and Experimenter Station.

The functions of the equipment at the test track facility mimicked the functions in the laboratory
with the exception of a few pieces of the overall system. The pieces that were not used at the test
track include the surrogate testing hardware, the computer network, and the audio-video
recording capability. A picture of the testing cubicles as implemented at the test track is shown in

Figure D-10.
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Figure D-10. Test Tracking Testing Cube Setup

D.2 Laboratory Software

A number of software packages were developed by CAMP personnel to utilize the laboratory
hardware to execute various surrogate tests. This software is a research tool that was designed to
work in conjunction with the custom-configured computers and hardware present in the test
bucks. For instance, the surrogate software runs on a custom computer equipped with specific
data acquisition and video cards. A brief description of the functionality and operation of each of
the software tools as well as the driving simulator software follows.

D.2.1 Static Time Assessment

This program was used to measure the completion times for a pre-defined list of tasks performed
by the test participant in a static setting. Static means that the participant performed only the task
in question and did not perform any other task concurrently. The program collects data in a
manner that is similar to that described in SAE J-2364. The benefit of this program is that data are
collected and assembled into electronic data files and thus avoids the potential for errors in
transcribing data. The main interface for this program is shown in Figure D-11.
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Figure D-11. Static Assessment Program Interface

For this program, an initial screen would prompt the user to select the appropriate configuration
file. The program would then create a data file based on a name in the configuration file. In
particular the program created a data file using the participant number, which was used as part of
the configuration file name as well.

Once the configuration file was selected, the main interface would appear. This interface listed
the tasks that were to be assessed in the order they were to be executed, and included a pointer to
indicate the current task. This was also the screen where the experimenter was to set the
replication number. This feature allowed for the use of only one configuration file for a
participant as well as for repeating a task that was incorrectly or unsuccessfully performed.

At the start of a task performance, the experimenter would click on the Start Task button, and
click the End Task button upon task completion. To aid in elimination of incorrect button clicks,
buttons that were not appropriate at any given time were unavailable. For instance the End Task
button could not be clicked until the Start Task button had been clicked. After the End Task
button had been clicked, the experimenter could not advance until the Save Data button had been
clicked. At any time between clicking the Start Task and Save Data button, the Mark “Bad Task”
button could be clicked. Since data was written to the data file as a single line per task
performance, this allowed the experimenter to mark the task as being unsuitable for later analysis
prior to the performance being included in the data set.

When the Save Data button was clicked, a line of data consisting of Run Date, Participant ID,
Data File Type, Sequence Number, Task Number, Task Name, Replication Number, Elapsed
Time, and Task Status for the particular performance of the task was recorded.
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The basic interface and function of this program was then augmented with new functionality and
features to create the other surrogate assessment programs. Where other programs have the same
functionality they will not be detailed again. In the following sections the unique features of each
program will be explained, but where the basic operation is the same as in Static Assessment this
section will be referenced.

D.2.2 Occlusion Assessment

The Occlusion Assessment program worked in conjunction with a pair of Translucent
Technologies Plato Goggles and contains more flexibility than the Static Assessment program.
The first screen for this program is shown in Figure D-12.
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Figure D-12. Occlusion Assessment Program Initial Screen

This initial screen allows the experimenter to select the shutter open/close timing in a number of
discrete steps from 1 to 5 sec. For the CAMP DWM study, all Occlusion testing followed the
proposed ISO standard of 1.5 sec open and 2.0 sec closed, thus this option was not utilized. The
experimenter was first required to select the configuration file for the particular session being
conducted, but now could also enter a text comment that would be attached to all data rows
recorded during the session. In addition, before beginning the testing, the experimenter could use
the Open Lenses and Close Lenses buttons to not only verify correct system operation, but also to
introduce the participant to the phenomena of the goggles and allow them to practice some tasks
with the shutters opening and closing without data being recorded. Once ready to begin testing,
the experimenter would click the Continue button and the Main Interface screen, shown in
Figure D-13, would appear.
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Figure D-13. Occlusion Assessment Main Interface Screen

The Main Interface uses the same display of tasks and task order as for Static Assessment but has
different timing button functions and a comment function.

Prior to the start of a task, the experimenter can control the opening and closing of the goggles
both for demonstration and system testing purposes. Once ready to being a particular task, the
experimenter would click the Start Task button. This would lock out the manual control of the
shutters, close the occlusion shutters, and enable the timing button functions. This display also
provides the experimenter with the status of the shutters without the experimenter needing to see
the goggles. At the start of the task performance, the experimenter would click the Start Timer
button. For this program the Start Timer and Stop Timer behave as the Start Task and End Task
buttons in Static Assessment. Here the Mark “Bad Task” and Save Data buttons behave as in
Static Assessment. For this assessment, the Save Data button generates a line of data including
Run Date, Participant ID, Data Type, Open and Closed Interval Durations, Sequence Number,
Task ID Number and Name, Replication Number, Open Count, Closed Count, TSOT, TSCT,
TTT, Experimenter’s Note, Experimenter’s Comment, and Task Status. An additional feature of
this program is the Make Comment button, which unlike the note button on the initial screen,
would attach a comment only to the current task performance. In this program, the replication
number is set on the initial screen and is not accessible for change beyond that point of execution.

D.2.3 PDT-Alone Assessment

The PDT-Alone Assessment program and the Peripheral Detection Task With STISIM
Assessment utilize the same program and are distinguished by the selection of the appropriate
simulation option on the initial interface shown in the upper-left corner of Figure D-14.
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In either case, the program triggers the illumination of a red laser to shine a small bright light
onto the screen in front of the participant. The light will be activated for a duration of 1 sec and
aimed to appear in front of and to the left of the participant’s seated position. This light could
appear multiple times during the execution of a task depending on task length. The inter-stimulus
interval was randomly drawn from a Uniform Distribution from 2 to 10 sec.

The program then records whether or not the participant detects the event by monitoring the
status of a response switch worn on the participant’s hand or mounted on the simulator’s steering
wheel. Responses are recorded as a positive detection if they occur between 200 msec and
2000 msec after stimulus onset. This initial period in which responses are ignored is a lockout to
prevent anticipation responses. The response window is cut off at 2 sec after stimulus onset to
ensure that the response is truly a detection of the light event.
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Figure D-14. PDT-Alone Assessment Initial Interface

To begin this assessment, the experimenter would select No STISIM to indicate in the data file
that this test was performed without the task of driving the simulator. Next the light location was
selected to indicate whether the light was aimed directly in front of the participant or to the right
or left of the forward scene. The experimenter then selected the number of lights that were used
from a pull-down menu. Lastly, the experimenter selected the appropriate configuration file, as
previously described in the Static Assessment. All PDT Assessments in the CAMP DWM study
utilized only one light, which was directed to the participant’s periphery in a location
corresponding to the left-hand most lane line of the roadway in the STISIM driving scene,
approximately 5 5/8 inches ahead of the A-pillar of the simulated vehicle.

The PDT Assessment main interface, as it appears during execution of a task, is shown in
Figure D-15. The main interface shows that the task currently being executed is highlighted
during execution and the only available buttons are the End Task and Mark “Bad Task” buttons.
While the buttons function in the same manner as in previous assessments, here the Mark “Bad

D-14



Appendix D Laboratory Hardware and Software

Task” button is only available after clicking the Start Task button and before clicking the Save
Data button. The main interface also shows that the controls over the replication number are not
available once testing has begun.

% PDT Controller Program  w2.0.2  Adarch 4, 2003 8| _|ol x|

1. Select Simulation Option 2. Select Location of LED s 3. Select Mumber of LED's 4. Select Task Fil
o o C:AD'wh Task 2 Task Request Files for the Lab\PDT Task
@ Sl w { @ e —‘ { 1 ~ 1 { FiequestsACO00 TRAINING for PDT Task Requests.tx

" Mo STISIM " Central

[~ Select & Task Ta Run

& 4 Adjust Fadio Easy £ 10 Just Diiving £ 14 Adjust Radio Hard € 11 Bio G4 Simple 3 AdustHVACT

€ 7 Route Orientation 5 Manual Dial Phone 12 Roule Instructions " 8 Voice Dial Phone 13 Sports Broadeast

2 Insert Cassette B Travel Computations 1 Cains " 9 Book on Tape 19 Paraphrase Book

Subject 10 Change Feglication Mo,
Cooo Start Task | End Task I Saye Dats 1 Fiep Number
:I 1
v

@ Insert "Bad Task" Marker in Data
tark "Bad Task”
End Session

Figure D-15. PDT - Alone Assessment Main Interface
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The small red dot below the Subject ID box on the main interface is an indicator that the PDT
stimulus light is illuminated at a particular instant. An indicator also appears on-screen when the
participant depresses the response switch. These features are included to allow an experimenter to
monitor the performance of the participant without watching the participant or the forward scene
and thus potentially alerting the participant to the light events.

The data created by this program includes Run Date, Participant ID, Data Type, Stimulus on
Time, Inter-Stimulus Interval, Response Time Limit, Response Lockout Duration, Sequence
Number, Task Number, Task Name, Replication Number, Event Number, Response Time,
Response Outcome, Simulation Mode, LED Location, and Task Status.

D.2.4 PDT with STISIM Assessment

The PDT with STISIM Assessment utilizes the software described for the PDT-Alone
Assessment with two differences. The first difference being that the Simulation Option
radio button is set to STISIM, as is the Simulation Mode in the data file. The second
difference is that outside of the PDT software, the driving simulator is running and the
participant is driving the simulated vehicle while performing secondary tasks and
responding to the PDT light.

D.2.5 Sternberg-Spatial/Verbal Assessment

The Sternberg memory task is a paradigm for investigating how information is retrieved from
working memory. This method was used by Wickens, et al. (1986) as an indicator of pilot
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workload and is implemented in the DWM study as a measure of driver workload. In this study,
road signs were used as the stimuli. Two types of road signs, one for verbal and one for spatial
working memory, were used. Eight route-number signs were used as verbal stimuli and eight
route-junction signs were used as spatial stimuli. Each sign type loads a different portion of
working memory. The signs are shown in Figure D-16.

Sternber g Assessment Verbal Working Memory Stimuli Set
Sternber g Assessment Spatial Working Memory Stimuli Set
> < >

Figure D-16. Sternberg Assessment Stimuli

PN

The participant is initially asked to commit a set of verbal or spatial road signs to memory. This is
known as the memory set. After storing the memory set in working memory, the participant is
prompted to begin the in-vehicle task. During execution of the in-vehicle task, probe stimuli (e.g.,
a single route number sign or a single roadway geometry sign) are presented. The participant
must then determine if the probe sign was a part of the initial memory set and respond
accordingly by pressing one of two buttons to indicate Yes or No.
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This assessment tests the load on a participant’s verbal and spatial working memory by presenting
either a verbal or spatial memory set for a task and then presenting the same type of probes. Test
participants were given as much time as needed to commit the memory set to memory, then once
the task starts, probes of the same type are presented for 1 sec durations according to a uniform
distribution from 2 to 10 sec. Typically, half the probes are contained in the memory set
(requiring a Yes response) and half are not (requiring a No response). Participants respond Yes or
No to each probe via two finger switches or steering wheel buttons.

The initial Sternberg screen is shown in Figure D-17. The experimenter starts by selecting the
stimuli type (either verbal or spatial) that will be presented first. Each set thereafter will alternate
between the verbal and spatial sets. Next, the experimenter selects the size of the memory set
(i.e., the number of signs in the set to vary the difficulty of the memory task). In the DWM study,
a set size of three was used exclusively. As in the other assessment programs, the experimenter
would then select the configuration file, insert any note to apply to the entire file, adjust the
replication number, and test the participant response switches.

=1 [=

Sternberg Test Setup Window

1. Select Stimuli Type: 2 Select Memorny Set 3. SelectMode 4 Select Task Requests File 5. Note Output File Name

" SetSize=2 [CADWM Task 2 Task Fequest Files [CADWH Task 2 Lab
 Spatial @y Smrbeg for the LabSternber Task D ata'Stermberg:CO00

O SelSize=3 I FiequestshCO00 TRAINING for ISternberg Data.tut
Sternberg Task Fequests.tat

Verbal . Slerberg
L (4 € Sel Siem = 4 i a0

{ Select Task File

B Enter &n Optional Experimenter's Mote

p—

The note will be attached to all
records from this session

7. Adjust Replication No

Fep Murber
1

[

8 Test Switches [4sk Participant to Activate Buttons) |

"Same' Buttons "Different” Buttans

Test Switches E it Program |

Cantinue

Figure D-17. Sternberg Assessment Initial Interface

After clicking the continue button on the initial interface, the practice screen, shown in
Figure D-18, would appear. The starting memory set is displayed to the experimenter and can be
changed by clicking the Select Memory Set button, which will randomly assemble a new set each
time it is clicked. When the Show Memory Set button is clicked, it is also displayed to the
participant on the secondary monitor. Once the participant indicates that they have memorized the
set, it is hidden with the Hide Memory Set button. Next, Select Probe List is clicked. This
displays a probe on the experimenter’s screen and enables the Show Probe List and Hide Probe
List buttons, which allow the experimenter to introduce a participant to the probes. In addition,
this screen displays the correct response and the actual response as well as a button to change the
type of stimuli. After the participant is acquainted with the assessment, the Continue button is
clicked.
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Figure D-18. Sternberg Assessment Practice Screen

After familiarizing the participant with the assessment, the main interface, shown in Figure D-19,
is displayed. This interface uses the same display and function as the previous assessments and is
most similar to PDT in form and function. The difference here is that clicking the Start Task
button causes the memory set to be displayed on the participant’s monitor. The Start Timer button
hides the memory set and causes the probes to be displayed on the participant’s monitor with the
same characteristics as the PDT light. Now, however, the participant has a choice of responding
with the Same button if the probe was in the memory set or the Different button if it was not,
rather than simply responding to acknowledge seeing the probe as in the PDT Assessment. As
with other programs, the probe is displayed on the experimenter’s screen, as is the status of the
participant response switches. All other parts of the interface function as in the previously
discussed assessments.

The save data will cause a unique set of variables to be written to a tab delimited ASCII text data
file. These variables include Run Date, Participant, Data Type, Memory Set Size, Stimulus Type,
Stimulus Duration, Inter-stimulus Interval, Response Limit, Lockout Duration, Sequence
Number, Task ID Number, Task Name, Replication Number, Event Number, Expected Response,
Actual Response, Outcome, Experimenter Note, Comment, and Task Status.
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Figure D-19. Sternberg Assessment Main Interface

D.2.6 STISIM Drive

STISIM Drive is a relatively low-cost, high-fidelity driving simulator, which is fully user
configurable and capable of running on Pentium-class personal computers. This interactive
driving simulator provides visual, auditory, and tactile feedback to the driver while providing data
collection and input/output functions. STISIM Drive was implemented for the DWM study on a
laptop computer with a custom scenario and improved dynamics to provide a stable environment
for studying driver performance and distraction.

Via the menu options that are available on the main STISIM Drive interface, shown in
Figure D-20, a custom scenario was developed to provide for steady-state vehicle following and
varied performance related metrics to be recorded. The scenario is a 60-mile long section of 4-
lane highway with 12-ft lanes and a posted 55 mph speed limit. The scenario contains a total of
28 curves, each separated by 2 miles and possessing a radius of 0.0005 1/ft. Half of the curves are
to the right and half to the left. In order to more realistically represent real world driving, the
simulation randomly inserts traffic in the opposing lanes approximately every 2 miles. Realism
was also improved by adding a crown to the roadway with the center of the highway being 40
percent higher than the edges. In order to actively engage the driver in vehicle control, a yaw
instability factor was added so that the car would drift to the left or right, after a period of time if
the driver did not engage in driving. With this instability factor, a vehicle traveling at 55 mph
would have a time to line crossing of approximately 5 sec. The interface used to edit the vehicle
dynamics and other simulation parameters are shown in Figure D-21.
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Figure D-20. STISIM Main Interface
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Figure D-21. STISIM Vehicle Dynamics Interface

Calpot32 is a data acquisition configuration utility that comes with STISIM and its interface is
shown in Figure D-22. In the upper-left of this interface, the type of controller can be selected.
The DWM study utilized a standard PC gaming-force feedback wheel and pedal set that was
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recognized by the utility as a joystick. In this application, the particular game controller has a
number of buttons that are recognized as inputs on Digital Inputs on Port A and Digital Inputs on
Port B, output to the game controller, for force feedback, can be programmed on Digital Outputs
on Port C. For the DWM study, only four of these inputs were used. Two buttons on the left-hand
spoke of the game controller’s wheel were used as was their right-hand spoke counterparts. In the
lower-left corner of the interface are the indicators for the digital I/O that can be configured on
the digital data acquisition PCMCIA card. In this application, Port A was used for the 8 bit Task
ID transmitted by the surrogates program via the surrogates computer’s parallel port. The lower
2 bits of input on Port CL were used by the data acquisition system to transmit the external
participant switch statuses. The upper 2 bits on this input received Task and Stimulus Status from
the surrogates programs via the data acquisition card in the surrogates computer. The option of
digital outputs from the simulator was not used in this application. The right-hand side of the
interface controls the analog outputs that the simulator can generate with an analog data
acquisition card, these were not used with the DWM configuration.

Once the dynamics model has been suitably modified for the study, the game controller and data
acquisition cards configured, and a proper scenario developed, the simulator was ready to be run.
On the main interface screen, Figure D-20, a scenario file is selected, as is a data output file. The
simulation is started by clicking the run button on the top of the interface (the button portraying
two cars). It should be noted here that prior to starting the STISIM software, any external monitor
or projector should be configured and operating. In order to run in real time, STISIM must take
control of the computer graphics and any changes to graphics properties or video outputs on the
computer will cause the simulator to lock up the computer and force a re-boot.

After the initialization of the graphics and construction/loading of the scenario, the simulator will
display a message instructing the participant to await further instructions.
77 STISIM Drive - Cent =1k

File Edit ©Opfions Run Tools Help

Eru E g‘ {1} CalPot32

File Configure Help

Analog Outputs (Volts):

"'r-rwl L

Run log:

Ouputs:
Part B:

Port CH.

Configuration File - CASTISIV M-SCenaro. y

Figure D-22. STISIM - Calpot Data Acquisition Configuration Utility
When the experimenter and participant are ready to begin, the inner-most button on the right
spoke of the game controller was programmed as a start button. When the participant depressed
this button, the forward road scene will be displayed and the participant will begin to drive the
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simulator. Once the run is complete, the simulation can be exited by depressing the Alt and F1
keys.

In the DWM scenario, after a short period the participant will catch up to a Lead Car. This is a red
sedan traveling at a steady 55 mph, shown in Figure D-23. The scenario developed for the DWM
study was intentionally sparse to allow test participants to focus on driving, the secondary task,
and the surrogate assessment test. However, traffic signs, trees, and opposing traffic periodically
appear in the forward scene.

STISIM Drive collects data at a rate of 10 Hz and includes a number of measures related to
ownship speed, lane position, and range to other vehicles. Data is also recorded on the position,
both lateral and longitudinal, of other vehicles in the current scene. There are also two data
channels recorded unrelated to vehicle position; these include the status of steering wheel
switches and data input to the simulator from the surrogates testing machine. These data files also
contain a copy of the scenario that was being executed and a summary of traffic incidents such as
speeding, lane excursions, collisions, and accidents. The files are space delimited ASCII text and,
due to the multiple types of data, further explanation of their format is reserved for coverage in
the database documentation.

Figure D-23. STISIM Forward Road Scene
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D.2.7 STISIM Emulator

The Testing Station was designed to share information between the STISIM laptop and the
surrogates desktop computer such as switch status and task numbers. For this reason, if a
surrogate is conducted without running the driving simulator, an emulator, shown in Figure D-24,
is needed to fill in and perform the data input/output functions of the simulator. This emulator
program records no data, it simply transmits the steering wheel switch status to the surrogates
machine so that the same switches can be used for all testing. Thus, if a surrogate is to be run
without the simulator, the emulator must be started and left running during the test if the steering
wheel buttons are to be used for participant responses.

=T
—Joystick Button Inputs:—————————————— —PC Card Digital Outputs (Joystick Buttons
LR N NN ] sSSP REEBS
1 2345 6789 101112 1 234 56789 101112
Value: Imgﬁi Value: |4|]957
—Joystick Axiss.———————————— —PC Card Digital Inputs:
Axis 1o 32767 2GSRBS BOCB
Axis2: 7767 1 234 567 829101112
Axis3: 32767 Value: 768

Axisd: F2767

Axis5: 0 LEDs show yreen when signal is "ON

Azisb: 0

Figure D-24. STISIM Emulator Interface

D.2.8 Parallel Port Communications Test Program

The Parallel Port Test program is one of two programs that were developed to aid with
diagnosing and repairing hardware problems. This program is a utility developed to read and
write data on a bitwise basis to the parallel port of the surrogates testing computer. The interface
is shown in Figure D-25. This is required as the surrogate assessments utilize the parallel port to
communicate with the STISIM Drive laptop computer. Each output bit can be individually
toggled on or off by clicking the respective button below the display boxes. The output pattern
can also be inverted with the Toggle All Bits button.

D.2.9 Data Acquisition Card Communications Test Program

The CTRO5 Board Test Program is the second utility developed to aid in diagnosis and repair of
hardware issues. This is a utility developed to work with the data acquisition card in the
surrogates computer and the interface is shown in Figure D-26. This program is used to read and
write to the data acquisition card in the surrogates assessment desktop computer. When Read All
Bits is clicked, the program will begin monitoring inputs from the data acquisition box to the card
and is a way to verify switch inputs, as a closed switch will set the respective bit to 1. The output
bits can also be set individually with the button below the display box and the pattern can be
inverted as a whole with the Toggle All Bits button as well. This utility is useful for manually
testing the system as bit 0 controls the stimuli such as PDT light and Occlusion goggles, and bit 1
activates the IR indicator in the face camera view discussed previously.
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Figure D-26. Data Acquisition Card Test Program Interface
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Appendix E. Test Participants
E.1 Background

Participants for this study were recruited from the Detroit metropolitan area by an independent
marketing research firm. The participants were licensed Michigan drivers evenly distributed
between the two genders as well as six age ranges: 21 to 29 years, 30 to 39 years, 40 to 49 years,
50to 59 years, 60to 69 years, and 70 to 79 years. Before being admitted into the study,
prospective participants were screened for demographic, health, and driving record
characteristics. The full text of the screening questionnaire used for the study is presented in
Appendix J. Some of the criteria used in selecting participants were:

e Must hold a valid Michigan driver license with no restrictions.
e At least two years of driving experience and drive at least 3,000 miles per year.

¢ Not employed by a vehicle manufacturer, Tier 1 automotive supplier, advertising
agency, or a public relations, media, marketing research or legal firm.

e A good driving record, including a combined total of no more than three moving
violations and at-fault accidents in the last 12 months and no convictions for
operating a vehicle while impaired or other significant violations resulting in a
license suspension.

e Generally, in good health and free of certain diseases or health conditions (e.g.,
heart disease, shortness of breath, susceptibility to motion sickness, glaucoma,
epilepsy with a seizure in the last 12 months, etc.).

e Not taking medications that could impair driving (e.g., narcotics or
antihistamines that cause drowsiness).

e Available on two consecutive days for testing.

Participants were paid for their time involvement in the study. The laboratory and on-road
participants each received $320, while the test track participants received $400. The additional
incentive paid to the test track participants was judged necessary to minimize the occurrence of
“no shows” resulting from the longer travel time to the test track facility in Romeo, Michigan.

In total, 234 participants were selected for the three phases of the study. Each participant
appeared in only one of the three venues. Fifty-seven participants were selected for the laboratory
phase, 108 for the on-road phase, and 69 for the test track phase. Although 234 participants were
selected, it should be noted that not all successfully completed the study. For example, several
participants were involved with equipment problems, weather-related testing delays, illness, or an
unwillingness to perform the requested in-vehicle tasks while driving or perform them in the
prescribed manner. When such testing interruptions became significant (i.e., to the point where
the majority of the test plan could not be executed), the participants were excused from the study.

In addition to the Screening Questionnaire, demographic information was collected from
participants using the Initial Questionnaire found in Appendix I, Data Collection Forms. In some
cases, such as age and gender, the two questionnaires collected duplicate data for verification
purposes. The majority of questions in the Screening Questionnaire were required in order to
provide suitable participants for the study. The remaining questions included years and miles per
year of driving experience, vehicle make and model, and rate of use of corrective devices or aids
(glasses and hearing aids).
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E.2 Selected Demographic Details

Table E-1 presents the age and gender distribution of the study participants by venue. This
distribution applies to all lateral, longitudinal, and object-and-event detection driving
performance variables, and analysis not related to eye-glance metrics.

Table E-1. Participant Age and Gender by Testing Venue

Age of Participant (Years)
Gender | Statistic | 21-29 | 30-39 | 40-49 | 50-59 | 60-69 | 70-79 | Totals

Lab Female | N 4 5 5 6 5 4 29
Row Pct. | 13.79 17.24 17.24 20.69 17.24 13.79 100.00
Male N 4 5 5 5 5 4 28

Row Pct. | 14.29 17.86 17.86 17.86 17.86 14.29 100.00

Road Female | N 10 10 10 11 9 7 57
Row Pct. | 17.54 17.54 17.54 19.30 15.79 12.28 100.00
Male N 8 9 8 9 9 8 51
Row Pct. | 15.69 17.65 15.69 17.65 17.65 15.69 100.00
Test Female | N 6 7 8 6 6 4 37
Track

Row Pct. | 16.22 18.92 21.62 16.22 16.22 10.81 100.00
Male N 6 5 5 6 5 5 32
Row Pct. | 18.75 15.63 15.63 18.75 15.63 15.63 100.00

Due to the extensive time and cost involved in preparing eye-glance data for analysis, only a
subset of participants was available. The subset is evenly distributed across venues, gender, and
three equal age groups that contain two decades of ages each. Table E-2 presents the age and
gender distribution of the eye-glance data by venue.

Table E-2. Eyeglance Data Participant Age and Gender by Testing Venue

Age of Participant (Years)

Venue Gender | Statistic 21-39 |40-59 |60-79 Totals
Female | N 3 3 3 9
Road
Male N 3 3 3 9
Test Female | N 3 3 3 9
Track | pale N 3 3 3 9
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The remaining portion of this appendix provides a number of selected demographic measures that
describe the sample population used in the study. This material is intended to give the reader a
general feel for the group of people who participated in the study. The design of the experiments
was intended to evaluate the tasks relative each other and not the participants directly. The sample
of participants was comprised of well-educated middle class drivers in good health. All were
recruited from the general public and none had professional driving training. This group closely
matches the type of drivers who are likely to purchase and utilize in-vehicle type devices. It is the
design and related modes and extent of use of these devices that were the focus of this research
and the cause for concern about the types of driver workload in this study.

Data from the screening questionnaire used during the initial telephone interview showed
that participants fell well within the expected range of corrected vision and hearing as
well as driving experience in both number of years and miles per year. Drivers in this
study drove an average of 16,000 miles per year. There was an average of about 32 years
of driving experience per person. Approximately, 66 percent wore glasses or needed
hearing aids to drive. Details of the distribution of driving experience are shown in Table
E-3 for years and

Table E-4 for miles per year. Simple comparative statistics showed no significant differences in
balance on these measures. There is an obvious increase in driving years with increasing age.

Table E-3. Participant Driving Miles Per Year by Age, Gender, and Testing Venue

Participant Age

Venue Gender 21-29 30-39 40-49 50-59 60-69 70-79 | Grand Total
Lab female 12,250 10,400 14,400 11,667 10,200 9,750 11,483

male 14,250 18,100 17,800 19,000 16,000 13,250 | 16,589
On Road female 13,350 15,100 13,400 13,273 14,778 19,571 14,640

male 17,500 38,556 26,375 18,444 14,167 14,500 21,716
Test Track | female 14,500 15,143 12,750 12,667 13,583 6,375 12,919

male 13,083 16,900 18,600 18,500 33,600 16,400 19,281
Grand Total 14,342 20,268 17,098 15,442 16,436 14,141 16,387

Table E-4. Participant Years Driving Experience by Age, Gender, and Testing Venue

Participant Age

Venue Gender 21-29 30-39 40-49 50-59 60-69 70-79 | Grand Total
Lab female 7 15 27 38 51 52 32

male 8 21 24 39 49 49 32
On Road female 8 19 27 37 46 51 30

male 8 20 27 38 47 56 33
Test Track | female 9 18 29 38 46 56 31

male 7 20 31 37 53 53 33
Grand Total 8 19 28 38 48 53 32
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Table E-5 shows the experimental distribution of vehicle types driven by participants most often
at home. During the study all participants drove the same passenger vehicle type.

Table E-5. Participant Vehicle Type Driven by Testing Venue

Vehicles Types and Venues
Vehicle Type Laboratory On-Road Test Track
N | Percent (%) N Percent (%) N | Percent (%)
Passenger Cars 39 | 68.42 75 69.44 42 | 60.87
Sport Utility Vehicles | 10 | 17.54 18 16.67 8 | 11.59
Vans & Minivans 7 12.28 11 10.19 13 | 18.84
Pickup Trucks 1 1.75 4 3.70 6 | 870
Totals 57 | 100 108 | 100 69 | 100

In addition to the screener data, the Initial Questionnaire reveals details of education,
employment, income, and computer and cell phone-related usage rates for participants.
Figure E-1 shows the education levels of participants across the three venues. The majority of
participants were highly educated, falling between a post secondary and masters level of formal
education. Distribution between venues is somewhat an artifact of the interaction between the
testing and school year schedules and changes between data collection procedures between
venues. This can again be seen in the employment by venue distribution in Figure E-2.
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Figure E-1. Educational Distribution of Participants

E-4



Appendix E

Test Participants

O Lab B OnRoad [ TestTrack

Homemaker

Student

Other

Retired —1

Unemployed ﬂ

<{
Part-time |E——

50%

hl I I
. —
Full Time
. =
Missing data :‘:,
0% 5% 10% 15% 20% 25% 30% 35% 40% 45%
Missing ) . Unemploy . Homemak
data Full Time | Part-time ed Retired Other Student er
0O TestTrack 1.4% 46.4% 13.0% 7.2% 18.8% 2.9% 4.3% 5.8%
B OnRoad 0.0% 39.8% 13.0% 13.0% 25.9% 7.4% 0.0% 0.9%
OLab 7.0% 36.8% 14.0% 14.0% 26.3% 1.8% 0.0% 0.0%

Percent of Venue Sample
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Figure E-3. Household Income Distribution of Participants

Participants were paid well for their involvement in the study, however, the distribution of their
household incomes, as shown in Figure E-3, does not indicate a financial bias. The majority of
participants fell into the upper-middle class with incomes of $25,000 to $100,000 per year.
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Several screener questions were designed to gather information about the electronic device usage
rates of the participants. These results were very consistent across venues and showed a general
high-use rate of computers and cellular phones. About one-half of all participants used computers
on a daily basis and another one-fifth used them one or more times per week. Over 85 percent of
participants owned cellular telephones with over 80 percent of those using them daily.
Interestingly, only 30 percent of those owning cellular phones had hands-free talking capabilities.
This is about the same as the number of those having the voice or hands-free dialing capability.
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F.1 Lab Procedures

The laboratory-testing segment was conducted in a modified office space with four testing
stations. Each testing station was equipped with a STISIM simulation computer with a projector
and pedals and a steering wheel. The station was also equipped with occlusion glasses, an LCD
monitor for Sternberg stimuli presentations, and a PDT light. The layout of the center console
was similar to that used in the vehicles for the on-road and test track testing venues. A document
detailing the start-up procedures was provided for all instruments in each testing station. Each
testing station also had a cellular phone with a hands-free device and a MP3 player with the tasks
requests that were part of the experimental protocols.

Laboratory setup procedures required each experimenter to check a list of testing station props
everyday to verify all materials were ready for task training and data collection. The props
included checking for seven different colored compact discs, one cassette, eleven coins of
different denominations, radio station preset to 100.1 FM, an operational navigation system, and a
flip cellular phone turned on and face open with the hands-free cord plugged in. The
experimenters’ and the participants’ headsets were cleaned with alcohol swabs and fresh nose and
ear covers were placed on the occlusion glasses each morning.

Startup protocols also required the STISIM computer to be powered up, the cables checked, and
the projector tested to verify the proper image quality was present. The data acquisition computer
was powered on to load task request audio files into the MP3 player. The experimenter also
verified that surrogate scenario files for the participant were available on that computer for use
during surrogate testing.

Prior to the arrival of the participants each day, the experimenters were required to retrieve the
participants’ folders and verify the requisite documents for the day were available. The
experimenters were required to fill in the participants’ numbers, and date and initialize each
document. The experimenters also used the screener sheet in the folder to familiarize themselves
with the background information provided about each participant.

Laboratory testing was conducted over a two-day period. On Day 1, after the participant arrived
and introductions were made, coffee and refreshments were offered. The participants were
required to answer a health questionnaire and provide a level of alertness at that time. An
overview of the informed consent document was provided, in addition to the information letter
that was mailed to each participant prior to his/her arrival at the testing site. Once the participants
understood their role in the study and all their questions were satisfactorily answered, they signed
the informed consent document. The participants were also asked to complete an initial
questionnaire, an in-vehicle task activities questionnaire, and a comfort and confidence
questionnaire.

The initial questionnaire collected information on each participant’s education level, income,
occupation, employment status, computer knowledge and usage, cellular phone use with and
without hands-free device. The participants were also asked to mark their familiarity level on an
extensive list of in-vehicle devices that included navigation systems, voice and text
communication, and multi-function devices. The in-vehicle activities questionnaire prompted the
participant to answer questions on usage and the frequency of usage on a list of in-vehicle tasks
such as coins, cassette, and radio. Participants were also asked to specify their multi-tasking
ability and the frequency of multi-tasking while driving. They were asked to rate their
psychological state while driving and multi-tasking and their level of performance on tasks when
they multi-task.
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In the comfort and confidence questionnaire, the participants were requested to rate their level of
comfort in performing in-vehicle tasks such as selecting coins, inserting a cassette, changing
climate control, etc., while driving. The rating scale ranged from one to seven where one was not
comfortable at all to seven being very comfortable. The participants were asked to rate their level
of confidence in completing an in-vehicle task successfully while maintaining vehicle speed, lane
position, and observing all traffic rules. They were also asked to rate their level of comfort if a
driver in an adjacent vehicle were to perform the same in-vehicle task and the participant’s
confidence in the other drivers' ability in maintaining good vehicle control.

After completing the aforementioned forms, the participants were provided a short break while
the experimenters inspected the completed forms and checked the readiness of the systems in the
testing stations. Once the testing station readiness was confirmed, the participants were oriented
with the seating operations, headphone adjustments, center console devices, and other equipment
used during the testing procedure. After a participant was seated comfortably, a video calibration
was performed prior to recording video for task training and testing. The task request format and
the task training methodologies were explained to each participant. Volume level adjustments
were made for the MP3 tasks and for the headphones for both the participant and for the
experimenter. The experimenters proceeded with the task training procedures as addressed in the
task training document. Sufficient time was provided for the participant to become acclimatized
with the tasks. Breaks were provided to alleviate excessive levels of fatigue during the training
period.

During the task training phase, the participants were also introduced to the six different types of
surrogates used during the laboratory data collection phase. The six surrogates were static task
time, occlusion glasses, peripheral detection task (PDT), PDT with STISIM, Sternberg Verbal,
and Sternberg Spatial. Only tasks with visual-manual components were tested in the static task
time and occlusion testing period. For static task time, the participant was requested to perform
the task as quickly as possible to reach the end result. The participant was instructed that one
hand must always been at the steering wheel while performing any task with any surrogate. In the
occlusion glasses test, the participant adorned modified glasses with lenses that turn from opaque
to clear, with the timing interval set to 1.5 sec open and 2 sec closed. The participant was asked to
complete the task as quickly as possible and was allowed to see the display/devices only when
allowed to by the lenses.

In the PDT alone test, the participant was asked to complete the task as quickly as possible while
responding to a red laser dot appearing on a screen with a button press that was located in front of
the participant. The PDT light appeared randomly between 2 and 10 sec. For the STISIM with
PDT task, the participant was asked to drive a simulated vehicle in a fixed-base driving simulator
and perform the tasks while responding to the PDT light that appeared on the screen. The
participant was provided ample time to get used to the simulation prior to practicing with the
tasks and the PDT light. The Sternberg test was conducted under two different stimuli—spatial
and verbal. In the spatial test, three road-sign images were displayed on a LCD monitor and the
participant was asked to memorize the signs. Once ready, multiple road sign images were
presented one at a time with a random interval of 2 and 10 sec, and the participant was asked to
respond to each presented image with a similar/dissimilar button press. For the verbal component
of the Sternberg test, the test was identical to the spatial test except that three two-digit highway
numbers were displayed on the LCD monitors that the participant had to remember.
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At the end of the task-training period, the participant was introduced to two subjective rating
scales—the overall workload scale and the multi-tasking difficulty rating scale. The overall
workload scale was a linear scale ranging from a very low workload to a very high workload for
each task that was practiced during the training session. The participant was asked to mark a point
on the scale that best reflects the workload involved in performing that task. For the multi-tasking
difficulty rating scale, the Radio Tune Hard task while driving was used as a reference task, and
the participants were asked to compare each of the other tasks as either more, less, or the same
difficulty with respect to the reference task. For the purpose of the multi-tasking rating scale,
participants were asked to assume that they were always driving while performing the tasks. In
addition to rating the difficulty level, the participants were asked to input a value of difficulty for
each task. For example, a task twice as difficult as the reference task would have a value rating of
200 points.

Lunch was provided for all participants between 11:30 a.m. and 12:30 p.m. and all task training
and surrogate training was halted during that interval. After lunch, participants would resume
their task training and surrogate training activities prior to beginning actual testing sessions.
Individual differences tests were conducted during the afternoon session using the Patsys,
Universal Field of View (UFOV), and the Baddeley dual tasking tests. The Patsys test is a
computer-based test developed by RSK Assessments, Inc. and a copy was purchased for use in
this study. Three Patsys modules were used for each participant—the temporal acuity test,
manikin test, and the grammatical reasoning test. UFOV is a computer-administered and
computer-scored test of functional vision and visual attention. UFOV was developed by Visual
Awareness, Inc. and a license was purchased for use in this study. The UFOV test was divided
into three sub-sections; processing speed, divided attention, and selective attention. A third
individual differences test, Baddeley dual task, was used to measure dual tasking abilities of
individuals by first performing two tasks independently and then together. Each participant was
presented with twelve blocks of testing with surrogates, six surrogates replicated twice. The
surrogates were balanced between participants to counter ordering effects. Experimenters
concluded Day 1 testing no later than 4:30 pm. Participants were asked to sign a Day 1
completion form and were asked to return at 8 a.m. the next day to conclude the remainder of the
study.

Upon the arrival of the participants on Day 2, the experimenters proceeded to complete the
surrogate testing. A 10 min break was provided for every hour of testing for both days of testing.
After completing surrogate testing, individual differences tests were conducted if they had not
been completed on Day 1 of testing. The participants were then asked to complete the overall
workload and multi-tasking difficulty ratings prior to signing a Day 2 completion form and being
released from the study. In addition to the multi-tasking difficulty rating, a situational awareness
rating scale was introduced for Day 2. The Radio Tune Hard task while driving was used as a
reference task, and the participants were asked to compare each of the other tasks as either more,
less, or same level of awareness of events around them as compared to the reference task. As in
the multi-tasking rating scale, the participants were asked to assume that they were always
driving while performing the tasks. The participants were also asked to input a value of awareness
for each task, for example a task in which a participant may feel they were half as aware as
compared to the reference task, would have a value rating of 50 points.
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F.2 On-Road Procedures

The setup used in the laboratory testing segment was also used for the on-road testing segment. In
the on-road segment, participants were required to perform only two surrogates—the occlusion
goggles and the static task time test. The participants were required to complete the testing over a
period of two days. On the morning of day one, participants were familiarized with the testing
protocol much like in the laboratory segment, and during the afternoon they were involved with
the testing on public roads. As this segment of the study required driving a vehicle on public
roads, the testing efforts had to be coordinated. The experimenters had to ensure that the
participants would complete their training in the time allotted and complete all necessary
paperwork prior to heading out to the test site. The experimenters would drive the participants to
the rendezvous point at an exit of Interstate [-96. The meeting time was scheduled to be
11:30 am. The participants were introduced to the rest of the crew and headed for lunch. Due to
the nature of certain paper pencil tasks (Route Tracing, Delta Flightline, Navigation Display,
Read Text Easy, Read Text Hard, Read Map Easy, and Read Map Hard), they were omitted from
the on-road segment due to safety concerns. .

After lunch, the participants were familiarized with the vehicle and its controls. They were also
shown the lead vehicle they were to follow at all times, and the follow vehicle that would be
following them during the testing period. A radio check was performed for all three vehicles in
the platoon prior to departing. A video calibration was performed prior to start of the practice
driving segment. Safe driving was emphasized and the participants were made aware that they
were not obliged to perform a task if they felt uncomfortable with the driving conditions. The
participants were asked to drive in the right lane at all times at about 55 mph during the testing.
The east and west bound lanes of Interstate [-96 between Howell and Lansing, exit 157 and 110
respectively, was chosen as the test segment due to low traffic and the evenness of the road
conditions. After a participant had an opportunity to become familiar with the vehicle’s feel and
controls, the experimenter explained what the participant was required to do and the objects and
events detection (OED) they were to monitor during the tests. Three events were chosen for this
study: the Lead Vehicle Center High Mounted Stop Light (CHMSL), the Follow Vehicle Left
Turn Signal (FVTS), and the Lead Vehicle Deceleration (LVD). To respond to the CHMSL and
the FVTS the participant was provided with a button attached to a Velcro to tie it on the index
finger. To respond to the LVD, the participant was required to gently tap the brakes to indicate
they had observed the event. The experimenter explained each of the three OEDs and provided
examples for the benefit of the participant. The participant was also informed that he/she was
required to follow 120 ft behind the lead vehicle during the task, which was about 3-car lengths.
The experimenter helped the participant to get a feel for the following distance with the assistance
of the radar installed in the vehicle.

The experimenter was required to check the readiness of the data collection system, including
checking for all relevant button presses and OEDs. A radio check was performed one more time
to confirm the commencement of actual testing. An audio check for the task requests was also
performed for the participant to verify the loudness of the tasks. To ensure that a task OED would
not be called off due to a traffic hazard, the experimenter was to avoid beginning a task at or
around an entry or an exit ramp and emergency vehicles. The lead and follow vehicle drivers
were to inform the experimenter if the traffic scenario was unsafe to perform a LVD as only the
experimenter was empowered with canceling the LVD event. The CHMSL and the FVTS events
could be performed independent of the lead and follow vehicle drivers.
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In all, eight blocks of data had to be completed through the afternoon of Day 1 and the morning
of Day 2. At least six blocks of data per participant had to be finished to complete the counter-
balanced task layout with respect to the OEDs. Every effort was made by each experimenter to
complete the practice drive segment and four blocks of data collection on Day 1, if the traffic and
weather conditions were suitable for testing. This allowed sufficient time for completing four
blocks on Day 2 with time to spare in case of hardware and software problems or weather and
traffic concerns. Data collection was halted by 4 p.m. on Day 1 and the participants were released
for the day around 4:30 p.m. after completing Day 1 formalities. The participant was requested to
arrive at the base testing station around 7 a.m. the following day. Swappable data drives were
used for the data collection purposes and were replaced with empty drives at the end of each day.
The data drives with the data for each day were returned to the project manager for archiving.

On Day 2, a health check questionnaire was completed prior to the participant getting behind the
wheel of the instrumented subject vehicle. The participant drove the instrumented vehicle to the
starting point of testing, exit 157 on Interstate 1-96, allowing sufficient time for re-familiarization
with the operations and the handling of the vehicle. Blocks 1 through 6 were usually conducted in
pairs and took about 50 min to complete each pair. A 15 min break was provided after completing
a pair of blocks to alleviate excessive levels of fatigue for the entire crew. All in-vehicle testing
for the participant were stopped by lunch time, 11:30 am, to allow time for the next participant
and experimenter to start a set of data collection activities. After lunch the participant returned
with the experimenter to base where additional Day 2 formalities were to be completed. These
formalities included completing multi-tasking difficulty, overall workload, and situational
awareness questionnaires. In addition, each participant was required to complete two blocks each
of the static task time and occlusion surrogates. If the participant was unable to complete all of
the individual differences testing activities, they were completed in the afternoon of Day 2. The
participant was required to sign an end of Day 2 data collection form prior to being released from
the study.

F.3 Test Track Procedures

The test track at the Ford Proving Grounds in Romeo, Michigan was chosen for completing the
test track segment of the study. Two laboratory stations were set up at the proving grounds for
task training and individual differences testing purposes only. No surrogate data was collected at
the test track. The testing format as used in the on-road segment was also used in the test track
segment. The participants were greeted at the lobby at 7 a.m. and were escorted to the testing site
by the experimenters. The order of protocols was similar to that of the on-road segment; however
in this segment, all 23 tasks were used in the data collection process. After completing the
informed consent form and other background information questionnaires, the participants were
trained on the operation of each of the 23 tasks. If adequate time was available before lunch the
participant started individual differences testing.

The test track was a 5-mile oval track with 5 lanes and the platoon was given access to lane 2,
with lane 5 being the banked lane on the oval. The participant was introduced to the vehicle and
its controls after lunch. A video calibration was performed prior to start of the practice-driving
segment. Sufficient time was provided to the participant to drive around the track and get a feel
for the vehicle dynamics and the controls in the vehicle. The OEDs and the testing protocols used
in the test track were identical to the ones used on the on-road segment. The OEDs were
explained to the participant and examples were provided during the practice drive. As mentioned
previously, all 23 tasks were used in the test track segment and a total of 6 blocks were to be
completed by each participant. A participant required about 45 min to complete a block and a
10 min break was provided after each block to minimize excessive fatigue levels. A health check
questionnaire was administered in the morning of both Day 1 and Day 2.
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Experimenters made every effort to complete at least 2 blocks prior to end-of-testing on Day 1.
Day 1 formalities were completed prior to releasing the participant for the day. They were asked
to return the following day to complete the remainder of the test blocks. The experimenters were
trained to start a task at the beginning of the straightaway, but long tasks spilled over to the
curved segment of the roadway. Day 2 testing for a participant was wrapped up before lunch to
allow the next participant to commence a testing session. The remainder of the individual
differences tests were conducted after lunch and the participant was also required to complete
multi-tasking difficulty, overall workload, and situational awareness questionnaires. The
participant was required to sign an end of Day 2 data collection form prior to being released from
the study.
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Appendix G. Task Training Protocol

This appendix contains the Task Training Protocol developed for the CAMP DWM Project, Task
2. The materials are presented as they were reported in Task 2.

Instructions for administering the DWR training tasks are provided. Each protocol includes an
explanation of the setup and purpose of the task, provides guidance on demonstrating and
practicing the task, and information on running the criterion trial.
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Protocol For Task Training

General Instructions

You will be asked to perform a variety of tasks the next couple days and we would like you
to be comfortable and familiar with these tasks. So this morning I would like to take some
time to introduce you to each of the tasks.

Before we begin, however, it is important for you to know that when I ask you to do a task, I
will follow a specific request format. This format will let you know when to begin a task.
The requests have all been pre-recorded, and will all follow this same format. In that format,
you will first hear what task you are to do, and then you will hear the phrase, “Please Begin
Now.” For example, you might hear:

“Your task is to tunetheradio to 95.7 FM. Please begin now.”

When you hear the words “Please begin now” be sure to listen for the word “now” — because
we would like you to proceed to the task right when you hear the word “now.” Please DO
NOT begin the task before you hear the word “now.” Also, please try to avoid any delays
between hearing the word “now” and beginning the task.

After you complete a task and feel that you have reached the desired outcome, we want you
to say the word “Done.” Please try to say this just as soon as you finish the task. At first you
may find it hard to remember to say “Done” each time that you finish a task, but after you
practice a few times, you will get used to it.

Finally, we would like to ask that you keep one hand on the steering wheel at all times while
performing the tasks.

Okay, then. . . as we go through each task, I will:

Explain each of the tasks to you.

Demonstrate each of them for you.

Give you a chance to practice each of them.

And then give you one trial to test your understanding of how to do the task.

Okay, do you have any questions?

Great, then let’s get started with the first task.
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Task 1: Coins

Setup
» Check that all the coinsarein the holder: 3 nickels, 2 dimes, 3 quarters, 2 half-

dollars, and 1 Sacagawea dollar
» Jumblethecoinsin hand and return to the coin holder

Explanation of Task

The first task that we will practice is selecting a certain amount of change from a coin holder.
The coin holder, located to your right, is similar to the cup holder location in the car that you
will drive later. The coin holder is fixed in its place. Your task will be to find a certain
amount of change from the coin holder.

The coin holder has the following coins: 3 nickels, 2 dimes, 3 quarters, 2 half-dollars, and 1
Sacagawea dollar. You will always be asked to select coins from the coin holder that total the
target amount. For example, your task might be as follows, “Your task is to retrieve coins
from the coin holder totaling 65 cents. Please begin now.” In doing this task, please
remember to keep one hand on the steering wheel at all times.

Demonstration

Let me show you how I want you to perform the coins task by doing it myself. After hearing
and the words “Please Begin Now” I would reach over and pull out a half dollar coin, a dime,
and a nickel, totaling 65 cents, and put them onto the center console and then say “Done”
indicating the completion of the task.

Practice

Now I would like you to practice doing the task. Let me play the task request for you and you
may proceed on the word “Now” when you hear the words “Please begin now.” Remember
to say “Done” after you finish. <Play task request>

Okay, good. <Offer any coaching that may be needed> Do you have any questions?
Criterion Trial

Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.

Scoring Key: Score as Y if correct amount of change is selected.
Otherwise, score N.
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Task 2: Cassette

Setup
» Makesuretapeisin the case and in the position marked under the cassette deck

» Makesure“Side A/B” on thetapeisnot visible

Explanation of Task

The next task we will practice is inserting a cassette in the cassette player. The cassette will
be in its case stored in the empty slot under the cassette deck. You will be asked to reach over
and pick up the case, open it, remove the tape and then insert the cassette with the requested
side facing up. If you are asked to insert the cassette to play side A, then insert the cassette
with side A facing up. If you are asked to insert the cassette to play side B, then insert the
cassette with side B facing up.

The cassette must be inserted such that the small holes in the cassette are to the right. You
will not need to turn on the cassette player, so all you need to do is slide the cassette into the
slot with the requested side up and say “Done” to signal the end of task.

Demonstration of Task

Your task request will be as follows, “Your task is to insert the cassette into the cassette
player and play side A. Please begin now.” When you hear the word now, we would like you
to reach for the cassette case, open it, and insert the tape with side A facing up and say
“Done” when finished.

Okay, do you have any questions?

Practice

I would like you to practice inserting the cassette a few times, just to get comfortable with
handling the cassette case and inserting the case. Let me play the task request for you and
you may proceed on the word “Now” when you hear the words “Please begin now.”
Remember to say the word “Done” when you are finished. <Play task request>

Criterion Trial
Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.

Scoring Key: Score as Y if tape snaps into place and correct side is up.
Score P if tape snaps into place and wrong side is up. Otherwise,
score N.
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Task 3: Heating, Ventilation, and Air-Conditioning (HVAC )

Setup

> Verify that settings match the appropriate start state: moder ately warm, both face
and feet, and medium fan speed

Explanation of Task

You will be asked to adjust the heating, ventilation, and air conditioning (HVAC) control
located above the radio/CD unit. The HVAC unit has three controls: fan speed, temperature
control, and vent selector. The fan speed knob control ranges from off, low, medium, and
high while the temperature knob rotates from cold (blue) to hot (red). The six different
temperature settings possible are maximum cold, moderately cold, slightly cold, slightly
warm, moderately warm, and maximum heat. The direction of airflow can be adjusted to
upper body, to both your face and feet, to just your feet, to the windshield and feet, or to the
windshield only.

After you have finished a task, please do not change the settings on the HVAC again until
you are requested to do so.

Demonstration of Task

Let me show you how to do this task now. Your task request would say, “Your task is to
adjust the heating and air-conditioning system so that moderately warm air is directed to both
our face and feet at medium fan speed. Please begin now.” I would then reach for the unit
and change the temperature setting to moderately warm, the vent selector to face and feet,
turn the fan speed to medium setting, and say “Done” when finished.

Okay, do you have any questions?

Practice

I would like you to practice adjusting the heating, ventilation, and air conditioning system,
just to get comfortable with handling it. Let me play the task request for you and you may
proceed on the word “Now” when you hear the words “Please begin now.” Remember to say
the word “Done” when you are finished. <Play task request>

Criterion Trial
Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.
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<IMPORTANT: If task performance is not successful, the experimenter must return the state

of the HVAC to its prior setting BEFORE proceeding to repeat the criterion trail>

Scoring Key: Score as Y if all three settings are correctly set, P if only some are
correctly set, and N if none are correctly set.
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Task 4: Radio Tune“ Easy”

Setup

<Experimenter’s Note: Thismust be doneprior to every radio task>

» Check radioto ensurethat it isturned “ON”

» Check toensurethat all radio presetsare set to 100.1 FM on both FM1 and FM 2 (if
not, set it again)

Explanation of Task

The radio/CD entertainment system will be used for multiple operations over the next couple
of days. The first operation with this system will be to tune the radio. Before we begin, let me
point out the TUNE knob, which will be used to tune to a requested radio frequency. As you
turn it to the right, it adjusts the radio frequency upward and if you turn it to the left, it
adjusts the radio frequency downward.

Prior to the radio task, the radio will be turned ON and the radio will be set to 100.1 FM.
Your first task involves simply tuning the radio to a specific frequency and you can do that
by using the TUNE knob, and turning it one way or the other, to get to the specific frequency
that has been requested. You will be asked to tune to various stations on the FM band during
the next few days.

Demonstration of Task

Let me show you how to do this task. The task request will say, “Your task is to tune the
radio to 104.3. Please begin now.” I would reach for the radio and turn the tune knob to the
right until I reach 104.3 FM and say “Done” to indicate completion of the task.

Okay, do you have any questions?

Practice

I would like you to practice tuning the radio. Let me play the task request for you and you
may proceed on the word “Now” when you hear the words “Please begin now.” Remember
to say the word “Done” when you are finished. <Play task request>

Criterion Trial
Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time.) Go on to
the next task if successful completion achieved or threecriterion trialsrun.
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Scoring Key: Score as Y if correct radio station is selected. Otherwise, score N.
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Task 5: Manual Dial Cell Phone

Setup

» Check that cell phoneis ON

» Check that phoneisface open and placed in the cup holder with the headset cord
attached to the phone

» Writedown participant’s 10-digit phone number on paper to verify correct dialing

Explanation of Task

The cell phone that will be used over the next couple of days is sitting in the cup-holder with
its face open. You will be asked to dial your home phone number including the area code.
You DO NOT need to dial “1” on the phone. In order to make a call, you must pick up the
phone from the cup-holder dial the 10-digit number and then press TALK. At that point, you
will say “Done” because you have completed the task of dialing your home telephone
number. Then please press the END key IMMEDIATELY AFTER you press the TALK
button to cancel the call. (This way you prevent your home phone from actually ringing. We
don’t want to bother anyone who may be home.) You may then place the phone back in the
cup holder.

A word of caution, please try to keep your fingers away from the wires on top of the phone as
the connection is rather fragile.

Demonstration of Task

Let me show you how to do this task now. The task request may say, “Your task is to call
home by manually dialing the phone. Please begin now.”

I would begin keying the number on the keypad. Once all 10 digits had been entered, I would
press the green TALK button on the top left and say “Done.” Then I would immediately
press the red END button on the top right to cancel the call. Again, let me emphasize that
after I press TALK I would say “Done” as I press the END key.

Should you accidentally misdial a digit, you can go back one number by pressing the CLR
button. This removes the last digit you entered. If you would like to remove all the digits
you have entered, e.g. the first digit was wrong and you have already dialed all 10 digits,
press and hold the CLR button as I am demonstrating now.

Okay, do you have any questions?

Practice

I would like you to practice manually dialing the phone to call home. Let me play the task
request for you and you may proceed on the word “Now” when you hear the words “Please
begin now.” Remember to say the word “Done” when you are finished. <Play task request>

| would like you to practice manually dialing home again, but purposely misdial a digit. |
would like you to practice with the clear button, so should you make a mistake, you know how
to correct it. Let me play the task request for you again, and when you hear the word “Now,”
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you may proceed to dial... but please misdial at least one digit and then use the clear button
to erase that digit. Remember to say the word “Done” when you are finished. <Play task
request>

Criterion Trial
Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

Thismay be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.

Scoring Key: Score as Y if number is correctly dialed, P if error is made but
recovered from and goal state is reached, and N if number is not correctly dialed.

<When scoring, pressthe TALK button twice to see the last number dialed>
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Task 6: Travel Computations

Setup

None

Explanation of Task

Thus far we have practiced manual tasks such as coins, cassette, and cell phone dialing. Our
next task will be slightly different and involve performing some mental arithmetic to answer
questions that we will ask you. The task is called Travel Computations and you will be asked
to answer questions like adding distances, gallons of fuel, time required for travel, and
money needed to pay tolls.

When you hear the question, perform the mental calculations and say aloud the answer. You
will hear feedback on the correct answer and then the next question will be asked. You will
be required to answer a total of four questions. After you hear feedback on the fourth
question’s answer the recording will say “We are done. Thank you.” indicating the end of
task.

Demonstration of Task

Let me show you how to do this task now. The request will be “Your task is to help me with
some trip computations. Please begin now.”

First, | would listen . .. and would hear the following instructions, “ Today we're going
to go from the city of Starburst to the city of Ogden, and then on to the city of
Brightland. The first leg of our trip is 19 milesin length and the second leg is 45 miles
in length. How far do we haveto drive altogether ?”

So upon hearing this question, I would perform the mental arithmetic of adding the length of
the two legs of the trip together, 19 and 45 that would equal 64. Then I would say my answer,
64 miles. <There is a pause of 4 seconds to let me do this> I would then wait to hear the
correct answer. <64 miles is the correct answer>

Then | would listen again for the next segment of the instructions, “ Also, on thefirst leg
of our trip we have to pay an entrance toll of 51 cents, and on the second leg the tall is
39 cents. How much money in total will we need to pay thetolls?”

I would mentally add 51 and 39, which would equal 90 cents, and | would say my
answer and listen for the correct answer. <90 centsisthe correct answer>

In thethird segment we might hear, “If we travel at the posted speeds on each leg of our
trip, it will take 42 minutesto go thefirst leg, and 38 minutesto go the second leg. How
long must we travel altogether ?”
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Then | would perform the mental addition of 42 and 38 equaling 80 minutes, and |
would say my answer and then listen for the correct answer. Then | would wait to hear
the correct answer. <80 minutesisthe correct answer >

The last segment might go as follows, “In terms of how much fuel we will need, it looks
like we will need 9 gallons of fuel to drivethefirst leg of our trip and another 13 gallons
of fuel for the second leg. How many gallons of fuel are we going to need for thetrip?”

The addition of 9 and 13 gallons would yield 22 gallons, which I would say aloud, and then
wait to hear the correct answer. <22 gallons is the correct answer>

And a moment later, the recording would say “We are done.”

Okay, do you have any questions?

Practice

I would like you to practice this travel computations task. Let me play the task request for
you and your task will begin when you hear the words “Please begin now.” For this task, you
will not need to say the word “Done” as the recording will let you know when the task is
over by saying “We are done.” <Play task request>

Criterion Trial

Prepare to monitor and record whether each of the four task parts is successfully completed
or not.

Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.

Scoring Key: Score as Y if all four computations are correct,
P if one to three of the computations are correct, and
N if none of the computations are correct.
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Task 7: Route Orientation

Setup

None

Explanation of Task

Another task that you will be asked to do during the next few days is called Routing
Orientation. It involves listening to some route instructions and, after each turn in the
sequence, determining the direction in which you would be headed after that turn. You will
be told that you are traveling in particular direction (for example, NORTH) and then will be
making a turn (either left or right). You will then need to reorient yourself to the new
direction you are heading and tell the experimenter which direction that is. You will be
asked nine of these questions, one after the other until you hear the words “We are done.”

For example, you might hear something like this, “We are heading east, and turn left, what
direction are we heading?” <There is a pause of 4 seconds to let me do this> <North is the
correct answer> It will be followed by, “If you continue in that direction and turn left, what
direction are you heading?” <West is the correct answer>

We would like you to state your answer out loud after each question, and then listen for the
correct answer. This is important because you will need to remember the correct direction of
travel from the prior question in order to be able to answer the next question in the sequence.

Demonstration of Task

Let me show you how to do this task now. The request will be:
“The task is to listen to this travel route and tell me the direction in which we will be headed
after each turn. Please begin now.”

First, I would listen to the first bit of information, “We will first head south and make a left
turn.” I would form a mental image of heading south, and then making a left turn. Then I
would listen for the question.

“What direction are we heading?” | would use my mental image to reorient myself to
the new direction and say “ East” and wait to listen for the correct answer. The recoding
would then say, “ East isthe correct answer.”

| would remember the new direction as| hear the next message, “ Then after continuing,
we will turn left again. What direction are we heading? | would respond “North” and
listen for the correct answer. The recording would then say, “North is the correct
answer.”

“Continuing on, at the next junction we turn right. What direction are we heading?” |
would respond “ East” and listen for, “ East isthe correct answer.”
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“Okay, then we go straight and make a right turn at the next junction. What direction are we
heading?” I would respond “South” and listen for, “South is the correct answer.”

--------------- Can stop here if participant understands

“Then our next turn isto the left. What direction are we heading?” | would say “East”
and listen for, “ East isthe correct answer.”

“That road takes us to our next turn, which is to the left. What direction are we
heading?” | would say “North” and listen for, “North isthe correct answer.”

“Then after several miles, we turn left again. What direction are we heading?” | would
say “West” and listen for, “West isthe correct answer.”

“Then again we travel for awhile until we reach a junction and we turn left. What direction
are we heading?” I would say “South” and listen for, “South is the correct answer.”

“We go straight and our next turn is to the right. What direction are we heading?” I would
say “West” and listen for “West is the correct answer.”

Finally we would hear, “We are done. Thank you.”

Okay, any questions?

Practice

Now I would like you to practice this route orientation task. Let me play the task request for
you and your task will begin when you hear the words “Please begin now.” You will not
need to say the word “Done” when you are finished, because the recording will let you know
when the task is done. <Play task request>

Criterion Trial

Prepare to monitor and record whether each of the nine task parts is successfully completed
or not.

Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.
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Scoring Key: Score as Y if all nine orientations are correctly identified,
P if one to eight of the orientations are correct, and
N if none of the orientations are correct.
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Task 8: Voice-dial Cell Phone

Setup

» Check that cell phoneis ON

» Check that phoneisface open and placed in the cup holder with the headset cord
attached to the phone

» Writedown participant’s 10-digit phone number on paper to verify correct dialing

Explanation of Task

Have you ever used voice dialing before? In this task we will practice dialing your home
telephone number using a voice recognition system with the same cell phone as the one in the
manual dial task. However, this time we shall use it with a hands-free device.

To make a call, press * and then TALK to connect with the voice recognition system. The
system will say “Ready” and you will then say “Call” followed by the number, digit by digit,
of your home telephone number. You must wait for the system to say “Ready” before you
begin speaking the number you wish to dial. It will expect you to speak the digits of your
phone number continuously, as if telling the phone number to a friend.

The system will repeat the number it heard you say. If it understood you correctly, say “Yes”
or “Correct.” If the system did not understand you correctly, say “No” or “Cancel.” You
may also say “Cancel” at any time to reset the system so it says “Ready” and you can begin
again. Remember to always wait for the word “Ready” before telling the system the number
to call. Once the system has understood you correctly and says “Dialing” say, “Done” and
press the END button on the phone so that it does not ring through.

Demonstration of Task

Let me show you how to do this task now. The task request may say, “Your task is to call
home by voice-dialing the phone. Please begin now.”

I first would need to connect to the voice recognition system by pressing * TALK. I would
wait for the tone and then hear the word “Ready.” Then I would say “Call two four eight
eight four eight nine five nine five.” The system would then repeat the number back to me.
If that number was correct I would say “Yes” or “Correct.” If the number were incorrect I
would say “No” or “Cancel” and then wait for the system to say “Ready” again. I would
then attempt the number again by saying, “Call” and then saying the number, repeating as
necessary until the system understood me correctly. Once the system said “Dialing,” I would
say, “Done” and press the END button on the phone. Simply closing the phone does not end
the call.

Okay, do you have any questions?
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Practice

Now I would like you to practice voice dialing the phone to call home. Let me play the task
request for you and you may proceed on the word “Now” when you hear the words “Please
begin now.” Remember to say the word “Done” when you are finished. <Play task request>

(You may need to prompt them, “Now press * TALK and begin your call.”)
Any questions?

Now I would like you to voice-dial your home phone again, only this time I would like you
to practice saying the word “Cancel” to cancel the call. Do this after the system speaks back
the number it understood you to have dialed. Just say “Cancel” at that time.

Criterion Trial

Let’s do it one more time. This time I will be recording whether or not the task is
successfully completed. Ready? <Play task request>

Note any special codes or comments.

Repeat criterion trial if task was not fully successful and re-verify task setup states.

This may be done up to threetimes (recording success of attempt each time). Go on to
the next task if successful completion achieved or threecriterion trialsrun.

Scoring Key: Score as Y if number is correctly dialed,
P if error is made but recovered from and goal state is reached, and
N if number is not correctly dialed.

<When scoring, press the TALK button twice to see the last number dialed>
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Task 9: Book-on-TapelListen
&
Task 19: Book-on-Tape Par aphr ase

Setup

None

<Experimenter’s Note: This task actually consists of two subtasks, a listen subtask and a
summarize subtask. As the listen subtask comes to an end, you will always hear the story
ending with a question . . . as you hear the question, you should mark the listen task
“Done.”>

Explanation of Task

The next task we will practice is called a Book-on-Tape task. In this task you will listen to a
recorded story from a collection of short stories called, Two-Minute Mysteries by Donald
Sobol. These stories all involve a Sherlock-Holmes-type detective named Dr. Haledjian. We
ask that you listen to the story closely enough to be able to retell it.

When it has finished playing, you will NOT be asked to solve the mystery. Instead, you will
be asked to summarize or retell the story that you just heard. Let’s try an example to get an
idea of the stories and the task requests.

Demonstration of Task
Let me show you how to do this task now. The first task request will be, “Your task is to
listen to this book-on-tape selection. Please begin now.”

Here I would listen carefully to the story on the tape — I won’t play it right now, but I would
listen and remember main events in the plot, and main characters, so that I could retell the

story.

When the story ended, I would wait for the second task request. The second task request will
be, “Your task to summarize, in your own words, the passage you just heard. Please begin
now.”

Here I would summarize the story — describing the major things that happened, and the main
characters in the story. And then I would say “Done.”

Practice

Now I would like you to 